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Overview 

Introduction 

IB-FLEX is a virtual platform that is scalable based on the resource that you allocate to the virtual 
machine. NIOS automatically detects the capacity of the virtual machine and scales it to the appropriate 
platform after you provision the IB-FLEX member. 

You must first install the Grid license on a non IB-FLEX appliance that is designated as the Grid Master to 
allow members to join the Grid, even if you have already installed a Flex Grid Activation license. This 
license does not affect a non IB-FLEX Grid Master. 

An IB-FLEX appliance designated as a member does not require any license, either Grid or vNIOS, while 
joining the Grid. When you register an IB-FLEX member, the appliance checks for the Grid (enterprise) 
license and changes it to a non IB-FLEX member. For an IB-FLEX appliance, it checks for 
a Flex Grid Activation Grid-wide license before node registration. 

IB-FLEX members can join the Grid through the MGMT interface when Software ADP is enabled. You 
can configure an IB-FLEX appliance to function as a Grid Master or a member. To enable reporting for a 
Grid member that is running Software ADP, you must configure the MGMT interface. 

A non IB-FLEX appliance designated as a member requires either a Grid and/or vNIOS/NIOS licenses 
installed to join the Grid. Similarly, for a reporting appliance to join the Grid, you must install a Grid and/or 
vNIOS/NIOS licenses. You cannot assign pool licenses to an IB-FLEX appliance. IB-FLEX supports HA 
for appliances that are running Software ADP. 

Infoblox supports elastic scaling on IB-FLEX members that use the Flex Grid Activation Grid-wide 
license. It also supports pre-provisioning for Software ADP on the supported platforms. You must add the 
new IB-FLEX model to the list of supported pre-provisioning hardware types, so that you can select it 
during the member pre-provisioning. To pre-provision a non IB-FLEX Grid member, you must have valid 
pool licenses and pre-provisioned those members in the Grid. 

NIOS, vNIOS and IB-FLEX 

NIOS 

Network Identity Operating System (NIOS) is an Infoblox’s proprietary system that powers Infoblox 

appliances with an embedded processor that delivers nonstop core network services. A security-

hardened, real-time set of appliances built to ensure the non-stop operation of network infrastructure, 

NIOS automates the error-prone and time-consuming manual tasks associated with deploying and 

managing DNS, DHCP, and IP address management (IPAM) required for continuous IP network 

availability and business uptime. 

vNIOS 

vNIOS is Infoblox’s virtual offering for the customers who do not wish to have a hardware-based 

appliance. vNIOS is available for multiple hypervisors like ESXi, KVM, and Hyper-V. Infoblox also 

supports virtual appliances for various cloud platforms like AWS, Azure, and Openstack. 

IB-FLEX 

IB-FLEX is an extension of the virtual offering of the Infoblox. It supports elastic scaling and can be scaled 

easily based on the usage. It makes customer’s life easy, since now they don’t have to worry about 

upgrading the appliances in case of increased usage. They can simply activate the IB-FLEX license and 

scale up the appliances as per the requirement. 
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Pre-requisites 

1. VMware vSphere environment (5.5, 6.0 or 6.5) or an Openstack environment (Mitaka, Newton, 

Ocata release) 

2. Grid Master (deployed either on VMware or Openstack with Flex activation license) 

3. DDI images (.ova for VMware or qcow2 for Openstack). Images can be downloaded from 

https://support.infoblox.com. 

4. Reporting server deployed and added to the grid. 

Installing IB-FLEX 

Depending on your network environment, you can install the IB-FLEX appliance just like how you install 
other Infoblox virtual appliances. Before you deploy an IB-FLEX, ensure that you set the hardware type of 
the appliance to IB-FLEX. You can do so either through the cloud-init process during deployment or 
manually through the set hardware-type CLI command. 

Downloading the required images (For VMware and Openstack) 

IB-FLEX images can be downloaded from support.infoblox.com portal.  

1. Navigate to the Downloads tab 

2. Select Infoblox Software as NIOS 

3. Under Select version, select NIOS 8.2.4 

 
4. Scroll down and expand vNIOS of Vmware 

https://support.infoblox.com/
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5. Go to Member, Grid Master, and Reporting row to download the corresponding DDI image.

 
6. To download image for Openstack platform, scroll down and expand vNIOS for KVM 
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7. Go to Member, Grid Master, and Reporting row to download the corresponding DDI image.

 

Installing IB-FLEX on VMware 

This section walks you through installing and managing IB-FLEX appliances on VMware. 

Deploying Grid Master 

1. Deploy the NIOS OVF template downloaded from the Infoblox Support site. 
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2. During the OVF deployment, please select the IB-Appliance model  

 
3. Type set temp_license and enter 8 to assign vNIOS license. 
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4. Set the networking using set network command and configure it as Grid Master 
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5. Navigate to the licensing option again by typing set temp_license.   

Type 17 to activate Flex Grid Activation License

 
6. You will get following prompt. Type y for yes and hit enter. 

 
7. To verify the Flex Grid Activation license, login to the Grid GUI and navigate to  

Grid → Licenses → Grid Wide 

 

Adding a IB-FLEX member to the Grid 

1. Deploy a NIOS instance from the previously downloaded NIOS OVF template. 
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2. During the deployment, select the desired NIOS model. 

 
3. After NIOS VM boots up, login at the command prompt and type set hardware-type IB-FLEX 

 
4. After reboot set the networking and add the NIOS to the grid using set network command. 

5. You can verify the IB-FLEX member type in the grid by navigating to Grid → Grid Manager → 

Members→ Hardware Type
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6. IB-FLEX license can also be verified by using show hardware-type command.

 

Installing IB-FLEX on Openstack 

Creating a DDI image 

1. Login to the admin project of Openstack and navigate to Project → Compute → Images. 

2. Click on Create Image.

 
3. Enter an image name.  
4. Browse for the previously downloaded NIOS DDI qcow2 image.  
5. In the Format option select QCOW2-QEMU Emulator. Click on Create Image
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Creating a Flavor 

Flavor is required to create an instance. Flavor contains the resource information required by the 

instance. This deployment guide uses NIOS 1415 which requires 32 GB RAM and 4 vCPUs. 

1. In the admin project, navigate to System→Flavors→ Create Flavor 

 
2. Enter a Flavor name. 

3. In the VCPUs enter 4 and in the RAM (MB) enter 32768.  
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4. Root disk for this flavor is 300 (GB)

 

Creating Networks 

NIOS instances require 2 networks (Mgmt and Lan1) to be connected, to boot up successfully.  
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1. In the admin project, navigate to Project → Network → Networks → Create Network

 
2. Specify a name for this network and click on Next
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3. Enter the subnet information and click on Next.

 
4. Leave all the values to default in this page and click on create.

 
5. Repeat these steps to create a second network (Lan1-Network).  
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Creating Security Groups 

1. In the admin project, navigate to Project → Compute → Access & Security → Create Security 

Group 

 
2. Enter a name for this security group and click on Create Security Group. 
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3. After the security group gets created, click on Manage Rules to edit the rules.

 
4. Add following rules to the security group by clicking on Add rule 

 
 

Direction Ether Type IP Protocol Port Range 
Remote IP 

Prefix 

Egress IPv6 Any Any ::/0 

Egress IPv4 Any Any 0.0.0.0/0 

Ingress IPv4 ICMP Any 0.0.0.0/0 

Ingress IPv4 TCP 22 (SSH) 0.0.0.0/0 

Ingress IPv4 TCP 53(DNS) 0.0.0.0/0 

Ingress IPv4 TCP 161 0.0.0.0/0 

Ingress IPv4 TCP 443(HTTPS) 0.0.0.0/0 

Ingress IPv4 UDP 53 0.0.0.0/0 

Ingress IPv4 UDP 161 0.0.0.0/0 

Ingress IPv4 UDP 514 0.0.0.0/0 

Ingress IPv4 UDP 1194 0.0.0.0/0 

Ingress IPv4 UDP 2114 0.0.0.0/0 
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Deploying Grid Master 

1. In the admin project, navigate to Project → Compute → Instances → Launch Instance 

 
2. Enter a name for this instance.
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3. In Source tab, select the previously created NIOS-DDI.qcow2 image and click on next

 
4. In Flavor tab, select the flavor which we created (IB-FLEX-1415) and click on next.
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5. In the Networks the, select the 2 networks which we created and click on next. Ensure that they 

are selected in the correct order.

 
6. In the Security groups window, select the security group which we created and click on Launch 

instance.
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7. Once the instance enters Running state, click on drop down menu and select the console to 

access the console of the instance.

 
8. Login to the NIOS instance. During the license assignment step (using set temp_license), select 

the appliance number which you wish to deploy. In our case it is 1415.

 
9. Set the networking using set network command and configure it as Grid Master 
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10. Navigate to the licensing option again by typing set temp_license. Type 17 to activate Flex Grid 

Activation License

 
11. You will get following prompt, type y for yes and hit enter.

 
12. To verify the Flex Grid Activation license, login to the Grid GUI and navigate to  

Grid → Licenses → Grid Wide
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Adding a IB-FLEX member to the Grid 

1. Follow the same steps (Deploying a Grid Master) and deploy a grid member. After NIOS VM 

boots up, login at the command prompt and type set hardware-type IB-FLEX

 
2. Type y for yes to install the IB-FLEX license. NIOS VM will reboot post license installation. 

3. After reboot set the networking and add the NIOS to the grid using set network command. 

4. You can verify the IB-FLEX member type in the grid by navigating to Grid → Grid Manager → 

Members → Hardware Type

 
 

5. IB-FLEX license can also be verified by using show hardware-type command. 

 

Using Reporting appliance to get IB-FLEX reports 

The Infoblox reporting appliance has multiple in-built reports which gives insights of IB-FLEX members. 

To leverage IB-FLEX reports deploy a reporting appliance and add it to the grid. 
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1. Navigate to Reporting → Dashboards and type Flex in the search bar.

 
2. Select the 3rd report (Flex Grid Licensing Features Enabled) to get details of IB-FLEX 

members. 

3. This report will list all the features. Further you can check which features are enabled and on 

which member. 

 
4. For example, click on DNS Cache Acceleration to get the list of members on which this feature is 

enabled. 
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Deploying IB-FLEX appliance on OpenStack using Ansible 

1. Download the OpenStack RC file from the horizon by navigating to admin → Project → API 

access

 
2. Copy the OpenStack RCv2 file to a Linux machine with Ansible installed and source it. You will be 

asked to enter your admin tenant password. 

 

3. To verify, OpenStack connectivity,  
a. first install openstack client by running apt-get install openstack-client  

4. Execute openstack endpoint list command to get the list of openstack endpoints.

 
5. Run following commands one by one and copy the output to a document 

a. To get image id use #openstack image list command 
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b. To get flavor id use #openstack flavor list command 

 
 
c. To get security group id use #openstack security group list 

 
 
d. To get nic ids use #openstack network list 

 
 

6. Create a NIOS_deploy.yaml file with following contents. Replace the value in red with the output 

of the commands discussed above. 

 

This yaml file spins a NIOS instance and does initial configuration like  

• Setting the Hardware type to IB-FLEX. 

• Configures the lan1 and mgmt IP addresses.  

 

--- 

- name: launch a compute instance 

  hosts: localhost 

  tasks: 

    - name: launch an instance with a string 

      os_server: 

        name: NIOS-3 

        state: present 
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        image: 81c9daf1-c478-434d-8899-e214f94637fe 

        timeout: 200 

        flavor: ed3c19a7-c6fe-409d-98f4-c301a84e7ce0 

        security_groups: be26062c-da79-4ca8-8caa-ff50f1fcabfd 

        nics: "net-id=1c12a43f-fd29-4c0c-bc51-b52f4d59f757,net-id=e4469c64-49cd-4109-91e9-

be1e9c271155" 

        config_drive: yes 

        userdata: | 

          #infoblox-config 

          remote_console_enabled: true 

          hardware_type: IB-FLEX 

          default_admin_password: infoblox 

          lan1: 

            v4_addr: lan1_ip_address 

            v4_netmask: lan1_subnet_mask 

            v4_gw: lan1_gw 

          mgmt: 

            v4_addr:Mgmt_ip_address 

            v4_netmask:Mgmt_subnet_mask 

            v4_gw:Mgmt_gw 

… 
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7. Run ansible-playbook NIOS_deploy.yaml to deploy NIOS instance

 
8. Login to the Horizon dashboard to verify that the instance has been created.

 

Deploying IB-FLEX appliance on KVM 

Infoblox vNIOS for KVM is a virtual appliance designed for KVM (Kernel-based Virtual Machine) 

hypervisor. Infoblox vNIOS for KVM enables you to deploy large, robust, manageable and cost effective 

Infoblox Grids. Infoblox vNIOS is supported only on RHEL and Centos based KVM. 

Configuring KVM  

1. Install following packages on either CentOS or RHEL to install and configure KVM 
# yum install qemu-kvm qemu-img libvirt libvirt-python libvirt-client 
virt-install virt-viewer bridge-utils 

2. Start and enable the libvirtd service 

# systemctl start libvirtd 
   # systemctl enable libvirtd 

3. Configure Macvtap interfaces 

The Macvlan driver is a separate Linux kernel driver that the Macvtap driver depends on. 

Macvlan makes it possible to create virtual network interfaces that “cling on” a physical network 

interface. Each virtual interface has its own MAC address distinct from the physical interface’s 

MAC address. Frames sent to or from the virtual interfaces are mapped to the physical interface, 

which is called the lower interface. 

A Tap interface is a software-only interface. Instead of passing frames to and from a physical 

Ethernet card, the frames are read and written by a user space program. The kernel makes the 

Tap interface available via the /dev/tapN device file, where N is the index of the network interface. 

A Macvtap interface combines the properties of  these two; it is a virtual interface with a tap-like 
software interface. A Macvtap interface can be created using the ip command 
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4. Use # ip link add link ens192 name macvtap0 type macvtap command to create 

macvtap interface. 
Replace ens192 with the interface name. 

 
 

5. Use the same command to create 3 macvtap interfaces 
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6. Run #ip a command to verify macvtap interfaces have been created. 

 
 

7. Make a note of the MAC addresses of the macvtap interfaces. 

Deploying VNIOS on KVM 

1. Downloading and uploading the NIOS image 

Depending on which KVM Hypervisor you are using, download the NIOS qcow2 image from the 

Infoblox Support site and upload the qcow2 file(s) for the specified vNIOS virtual appliance model 

to the KVM/libvirt environment. This deployment guide assumes that vNIOS will be copied to 

/var/lib/libvirt/images directory. 

 

 
2. Creating Domain. 

Instances (VMs) are defined in Libvirt via XML and referred as domain. A domain is an instance 

of an operating system running on a virtualized machine. A guest domain can refer to either a 

running virtual machine or a configuration which can be used to launch a virtual machine.  

Following is a sample XML file for defining a vNIOS virtual appliance in KVM. Note that the VM 

name, memory, vCPU, MAC address of macvtap interfaces and  location of the qcow2 file 

(highlighted in red in the following example) may vary. You can change these parameters 

according to your deployment. 

Create vNIOS.xml file under /var/lib/libvirt/images directory with the following contents. 

<domain type='kvm' id='1'> 

  <name>Infoblox-TE-820</name> 

 

  <memory unit='KiB'>21299200</memory> 

  <currentMemory unit='KiB'>21299200</currentMemory> 

  <vcpu placement='static'>8</vcpu> 

  <resource> 

    <partition>/machine</partition> 

  </resource> 

  <os> 

    <type arch='x86_64' machine='pc-i440fx-rhel7.0.0'>hvm</type> 

    <boot dev='hd'/> 

  </os> 
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  <features> 

    <acpi/> 

    <apic/> 

  </features> 

  <cpu mode='custom' match='exact' check='full'> 

    <model fallback='forbid'>IvyBridge</model> 

    <feature policy='require' name='hypervisor'/> 

    <feature policy='require' name='xsaveopt'/> 

  </cpu> 

  <clock offset='utc'> 

    <timer name='rtc' tickpolicy='catchup'/> 

    <timer name='pit' tickpolicy='delay'/> 

    <timer name='hpet' present='no'/> 

  </clock> 

  <on_poweroff>destroy</on_poweroff> 

  <on_reboot>restart</on_reboot> 

  <on_crash>restart</on_crash> 

  <pm> 

    <suspend-to-mem enabled='no'/> 

    <suspend-to-disk enabled='no'/> 

  </pm> 

  <devices> 

    <emulator>/usr/libexec/qemu-kvm</emulator> 

    <disk type='file' device='disk'> 

      <driver name='qemu' type='qcow2'/> 

      <source file='/var/lib/libvirt/images/nios-8.1.6-360192-2017-08-25-21-23-32-ddi.qcow2'/> 

      <backingStore/> 

      <target dev='hda' bus='ide'/> 

      <alias name='ide0-0-0'/> 

      <address type='drive' controller='0' bus='0' target='0' unit='0'/> 

    </disk> 

    <controller type='usb' index='0' model='ich9-ehci1'> 

      <alias name='usb'/> 

      <address type='pci' domain='0x0000' bus='0x00' slot='0x09' function='0x7'/> 

    </controller> 

    <controller type='usb' index='0' model='ich9-uhci1'> 

      <alias name='usb'/> 

      <master startport='0'/> 

      <address type='pci' domain='0x0000' bus='0x00' slot='0x09' function='0x0' 

multifunction='on'/> 

    </controller> 

    <controller type='usb' index='0' model='ich9-uhci2'> 

      <alias name='usb'/> 

      <master startport='2'/> 

      <address type='pci' domain='0x0000' bus='0x00' slot='0x09' function='0x1'/> 

    </controller> 

    <controller type='usb' index='0' model='ich9-uhci3'> 

      <alias name='usb'/> 

      <master startport='4'/> 

      <address type='pci' domain='0x0000' bus='0x00' slot='0x09' function='0x2'/> 

    </controller> 

    <controller type='pci' index='0' model='pci-root'> 

      <alias name='pci.0'/> 

    </controller> 
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    <controller type='ide' index='0'> 

      <alias name='ide'/> 

      <address type='pci' domain='0x0000' bus='0x00' slot='0x01' function='0x1'/> 

    </controller> 

    <controller type='virtio-serial' index='0'> 

      <alias name='virtio-serial0'/> 

      <address type='pci' domain='0x0000' bus='0x00' slot='0x08' function='0x0'/> 

    </controller> 

    <interface type='direct'> 

      <mac address='6a:cd:d3:c5:85:10'/> 

      <source dev='ens192' mode='bridge'/> 

      <target dev='macvtap0'/> 

      <model type='virtio'/> 

      <alias name='net0'/> 

      <address type='pci' domain='0x0000' bus='0x00' slot='0x03' function='0x0'/> 

    </interface> 

    <interface type='direct'> 

      <mac address='f2:ac:42:b6:ce:64'/> 

      <source dev='ens192' mode='bridge'/> 

      <target dev='macvtap1'/> 

      <model type='virtio'/> 

      <alias name='net1'/> 

      <address type='pci' domain='0x0000' bus='0x00' slot='0x04' function='0x0'/> 

    </interface> 

    <interface type='direct'> 

      <mac address='fa:5a:a0:31:a9:1d'/> 

      <source dev='ens192' mode='bridge'/> 

      <target dev='macvtap2'/> 

      <model type='virtio'/> 

      <alias name='net2'/> 

      <address type='pci' domain='0x0000' bus='0x00' slot='0x05' function='0x0'/> 

    </interface> 

    <interface type='direct'> 

      <mac address='32:6d:91:7f:21:b3'/> 

      <source dev='ens192' mode='bridge'/> 

      <target dev='macvtap3'/> 

      <model type='virtio'/> 

      <alias name='net3'/> 

      <address type='pci' domain='0x0000' bus='0x00' slot='0x06' function='0x0'/> 

    </interface> 

    <serial type='pty'> 

      <source path='/dev/pts/1'/> 

      <target type='isa-serial' port='0'> 

        <model name='isa-serial'/> 

      </target> 

      <alias name='serial0'/> 

    </serial> 

    <console type='pty' tty='/dev/pts/1'> 

      <source path='/dev/pts/1'/> 

      <target type='serial' port='0'/> 

      <alias name='serial0'/> 

    </console> 

    <channel type='spicevmc'> 

      <target type='virtio' name='com.redhat.spice.0' state='disconnected'/> 
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      <alias name='channel0'/> 

      <address type='virtio-serial' controller='0' bus='0' port='1'/> 

    </channel> 

    <input type='mouse' bus='ps2'> 

      <alias name='input0'/> 

    </input> 

    <input type='keyboard' bus='ps2'> 

      <alias name='input1'/> 

    </input> 

    <graphics type='spice' port='5900' autoport='yes' listen='127.0.0.1'> 

      <listen type='address' address='127.0.0.1'/> 

      <image compression='off'/> 

    </graphics> 

    <sound model='ich6'> 

      <alias name='sound0'/> 

      <address type='pci' domain='0x0000' bus='0x00' slot='0x07' function='0x0'/> 

    </sound> 

    <video> 

      <model type='qxl' ram='65536' vram='65536' vgamem='16384' heads='1' primary='yes'/> 

      <alias name='video0'/> 

      <address type='pci' domain='0x0000' bus='0x00' slot='0x02' function='0x0'/> 

    </video> 

    <redirdev bus='usb' type='spicevmc'> 

      <alias name='redir0'/> 

      <address type='usb' bus='0' port='1'/> 

    </redirdev> 

    <redirdev bus='usb' type='spicevmc'> 

      <alias name='redir1'/> 

      <address type='usb' bus='0' port='2'/> 

    </redirdev> 

    <memballoon model='virtio'> 

      <alias name='balloon0'/> 

      <address type='pci' domain='0x0000' bus='0x00' slot='0x0a' function='0x0'/> 

    </memballoon> 

  </devices> 

  <seclabel type='dynamic' model='selinux' relabel='yes'> 

    <label>system_u:system_r:svirt_t:s0:c100,c932</label> 

    <imagelabel>system_u:object_r:svirt_image_t:s0:c100,c932</imagelabel> 

  </seclabel> 

  <seclabel type='dynamic' model='dac' relabel='yes'> 

    <label>+107:+107</label> 

    <imagelabel>+107:+107</imagelabel> 

  </seclabel> 

</domain> 

3. Defining a domain 

Change the directory to /var/lib/libvirt/images. 
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Use # virsh define vNIOS.xml command to define the domain.

 
4. Starting an instance 

Use #virsh start <domain_name> command to start the instance

 
5. Connecting to the console  

You can connect to the console of the vNIOS by # virsh console <domain_name> 
Please note that the instance takes a few minute to boot. 

 
 

6. To exit out from the console use the ctlrl 5 key combination. 

Using cloud-init to do initial vNIOS configuration 

Cloud-init is an open-source package that is commonly used to perform configuration of cloud instances 

based on key-value pairs provided by the user as part of the instance launch request. vNIOS uses cloud-

init to configure initial settings like defining IP address, hardware type etc. 
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Creating cloud-init file  

1. Create a directory cloud-config in /var/lib/libvirt/images folder and create a file ovf-env.xml 

and in this directory add the following contents to it. 

<?xml version="1.0" encoding="UTF-8"?> 

<Environment xmlns="http://schemas.dmtf.org/ovf/environment/1" 

                     xmlns:oe="http://schemas.dmtf.org/ovf/environment/1"> 

  <PropertySection> 

    <Property oe:key="remote_console_enabled" oe:value="y"/> 

    <Property oe:key="hardware_type" oe:value="IB-FLEX"/> 

    <Property oe:key="temp_license" oe:value="flex_grid"/> 

    <Property oe:key="lan1-v4_addr" oe:value="ip_address"/> 

    <Property oe:key="lan1-v4_netmask" oe:value="subnet_mask"/> 

    <Property oe:key="lan1-v4_gw" oe:value="default_gateway"/> 

  </PropertySection> 

</Environment> 

2. Use the genisoimage utility to generate the iso file from the cloud-config folder under 

/var/lib/libvirt/images directory 
#genisoimage -V OVF-TRANSPORT -o user-data.iso -R cloud-config 

where user-data.iso is the name of the iso file which will be generated. 

3. Add a section about user-data.iso file under <device> tag in the in original domain vNIOS.xml file. 

 

4. Follow the same steps as mentioned under Deploying vNIOS on KVM section to create an 

instance with cloud-init. 

5. Newly created instance should have a predefined lan1 IP address and hardware type should be 

set as IB-FLEX. 

Some useful Information 

1. If you are planning to enable DNS Cache Acceleration(DDCA), make sure that VM has sufficient 

resources (atleast 65GB RAM and 8vCPUs). In the absence of sufficient resources DDCA license 

will not get activated. 

 

2. After the deploying grid member, first enable the IB-FLEX license before making any other 

configuration changes. Enabling IB-FLEX license lets the VM to adjust the resources. 

 

3. Make sure the Grid NTP is pointing to right NTP server. (time.apple.com or pool.ntp.org). In case 

if NTP is not synced DNS, queries may get timed out or drop. 

 

4. For a grid with IB-FLEX members, it is recommended to have reporting member → v1405, v2205 

or v5005 as the grid generates lots of data. 
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5. IB-FLEX feature is qualified and tested on Openstack → Mitaka, Newton and Ocata release. 

 

6. Infoblox vNIOS is supported only on RHEL and Centos based KVM. 

 

7. Do not change the name of the cloud-init file and use it as it is mentioned in the deployment 

guide. 

 
8. genisoimage utility can be downloaded by # yum install genisoimage 

 

9. Standalone vNIOS on KVM uses only .ovf format and not the  .yaml format. 


