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Introduction

DNS Traffic control (DTC) load balances the user's application traffic based on the Client’s location, the
server’s location and the server’s availability. Through DNS Traffic Control, IT administrators can set up
multiple sites and direct clients to the best available servers. DTC monitors application availability using
various types of health checks to make sure the Clients are sent to servers that are available.

Prerequisites

The following are prerequisites for Infoblox DNS Traffic Control:

e Functional Infoblox Grid with a Grid Master. Several features described in this paper were
introduced in 8.3 including DTC Health Check Support for Multi-Tier Architecture, CSV
Import/Export support, Dynamic Load Balancing Based on SNMP and RTD, and support for SRV
records.

e Active Grid with DNS license.

e DNS Traffic Control license.

e Atleast one NIOS appliance acting as an authoritative DNS Server (Primary).

Limitations

Following general limitations apply:

Active Grid with DNS license.

GSLB results are returned only if the query resolves to an authoritative zone to which an LBDN is
explicitly linked.

The DNS Traffic Control querying process is not supported for recursive queries.
No authentication support in HTTP or HTTP/S monitor.

No Automatic MaxMind updates. A single MaxMind DB per grid and only gets updated when a new
version is manually uploaded. Please note- this does not need to be updated very often.

The SIP monitor does not support SCTP transport.

DNS Traffic Control license cannot be installed on the Infoblox 4030 appliance as it is intended as a
caching only appliance.

Infoblox does not support running DNS Traffic Control on the TE-810 and TE-820 appliances.
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e DTC health monitoring does not monitor dual stack servers (supporting IPv4 and IPvé interfaces) if
the Infoblox appliance health monitoring interface does not also have IPv4 and IPvé IP stacks.

e The DNS Traffic Control does not support the Global application of an LBDN pattern against all
queries. The appliance returns a result only if the query resolves to an authoritative zone to which
an DNS Traffic Control LBDN is explicitly linked.

DTC Query Workflow
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4.

A client sends a DNS request to a NIOS Grid Member where the DNS server processes it.

If the final query name belongs to a zone for which the server is authoritative and matches an LBDN
linked to that zone, then DTC handles the response. Otherwise normal DNS processing occurs.

If the cache contains a previous answer to the same request for the same client and that server is
still available, it is selected. Otherwise, based on current availability and configured topology rules,
the GSLB algorithm selects first a Pool and then a specific server from that Pool (configuration
dependent).

A DNS record is synthesized from the address of the selected server and returned to the client.

Best Practices

To get the most from Infoblox DTC, Infoblox recommends the following best practices:

A new DTC configuration should always be tested using the built-in LBDN test tool.

For web application servers, HTTP and HTTP/S health monitors should be used to verify application
level availability i.e. test for a specific string being returned rather than simply port 80 availability.

Always view the traffic management structures through the built-in hierarchical map view that can
be used to quickly view the overall traffic management structure of a selected DNS Traffic Control
Object.

Use a naming convention for LBDN'’s, and their associated Pools, Servers, and Topology rules. These
naming conventions can be used for filtering within the GUI table views (they can be saved) and to
identify a Server vs. Pool Topology rule.

NIOS DTC Objects

Before implementing DTC on a NIOS appliance, an administrator must understand different objects related
to the DTC feature in NIOS. The following are the NIOS DTC objects.

DTC Servers

DTC Servers are objects that are associated with synthesized A, AAAA, NAPTR, CNAME and/or SRV
records. The IP addresses of these Servers are sent back in DNS query-responses from DTC. The Servers
can be actual physical servers, or local Server Load Balancer VIPs, or really anything with an IP address.
Servers may be used by multiple Pools and topology rules.

The Servers can also be disabled affecting all Pools using them. A Server may not be disabled if it is the last,
non-disabled Server in any Pool that is used by an LBDN. The Servers that do not belong to any Pool or only
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belong to Pools that aren’t used by an LBDN may be disabled. Servers cannot be deleted while in use and
must first be removed from every Pool and topology rule using them.

DTC Pools

DTC Pools contain one or more Servers. All the Servers in a Pool are typically in the same geographical
location, but that is not a requirement. Clients are directed to a Pool using the selected Load Balancing
Method. Pools may be used by multiple LBDNs.

Pools can be disabled, and this affects all LBDNs using them. A Pool cannot be disabled if it is the last
non-disabled Pool for any LBDN using it. A Pool cannot be deleted while in use. A Pool must be removed
from every LBDN using it before it can be deleted. Pools in use must contain at least one enabled Server.
The primary and alternate load-balancing methods of a Pool may not be the same, though load balancing
method TOPOLOGY can be used as primary and alternate with different rulesets. Pools can be configured
without health monitors.

DTC Load Balanced Domain Name (LBDN)

A DTCLBDN is a DTC object that is used by DNS Traffic Control to process DNS queries for load-balanced
resources. Multiple LBDNs can be defined on the NIOS appliance and multiple patterns can be defined per
LBDN. Permissions and extensible attributes can be configured for the LBDNSs for administrative purposes.

Multiple Pools and a single load balancing method for Pools can be assigned to an LBDN. For example, two
LBDNs can co-exist such as www.xyzcorp.com and ftp.xyzcorp.com and can have their own Pools and load
balancing methods. So when a DNS query is received by NIOS for www.xyzcorp.com or ftp.xyzcorp.com, the
load balancing method for the corresponding LBDN is checked and a response is formulated based on their
respective rule sets. The load balancing method for the Pool is again checked and the query is then directed
to the appropriate Server based on the assigned ruleset. The image below depicts the hierarchy of the
objects.

Load Balancing Methods

Based on the load balancing method defined for an LBDN, the DNS Traffic Control selects an available pool.
Based on the method selected for a pool, it selects an available server. You can define the following Load
Balancing methods:

Load Balancing Method LBDN Pool Details

All Available - aF Responds to the query with all the available
servers in the DTC pool for the appropriate record
type.

Global Availability + aF Clients are directed to the first Pool or Server in

the list. Only if the first resource becomes
unavailable will DTC direct clients to the next
resource in the list.

Round Robin + i Clients are directed to Servers in a Pool or among
Pools (in a multiple pool configuration) using round
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robin.

Ratio: Fixed + + Clients are directed to Servers in a Pool or among
Pools (in a multiple Pool configuration) using
weighted round robin.

Ratio: Dynamic (Round Trip - + Uses dynamic responses (based on RTD or SNMP
Delay) responses) received via health check monitors to
Ratio: Dynamic (SNMP) - + direct clients to Servers in a Pool, using weighted
round robin.
Topology 3 + Clients are directed to a Pool or Server based on
the Client’s IP matching a geo map (External) or a
Subnet (Internal or External).
abc-lbdn (DTC LBDN)
8 o
&«
Basic
General ) 2
Aszsociated Zones and Records *Display Name | abedbdn
Lol Patterns +
Extensible Attributes
|:| Pattern
|:| dev.abc.com
D www.abc.com
Load Balancing Method
Global Availability
*Persistence Ratio: Fixed o
Round Rebin The Priority value is used when there are LBDNs with
Priority Topology overlapping patterns. The LBDON with the highest
prierity will be used to provide the DTC response.
Comment ‘
— w
Cancel Save & Close -

All Available

The All Available Load Balancing method responds to the query with all the available servers in the DTC
pool for the appropriate record type. The responses are returned in the same order in which the servers are
listed in the DTC pool, eliminating the unavailable servers. Availability is based on Health Monitor(s) used.
The system considers only the order of the servers in the DTC pool and ignores the weight of available
servers.

Order Weight Server Availability
1 n/a 1.1.1.1 up
2 n/a 2::2 up
3 n/a 3.3.3.3 down
4 n/a 4:4 down
5 n/a 5.5.5.5 up
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With the Pool configuration shown in table above, queries for A records would result in a response of both
1.1.1.1and 5.5.5.5, and queries for AAAA records would result in 2::2.

Global Availability

The Global Availability Load Balancing method always returns the first available Server that is in the list of
Servers (obviously order is important). Availability is based on Health Monitor(s) used. It is an excellent load
balancing method for DR. There is no weight configuration as part of this load balancing method. An
example is shown in table below:

Order Weight Server Availability
1 n/a 1.1.1.1 down

2 n/a 2::2 up

3 n/a 8883 up

4 n/a 4::4 down

With the Pool configuration shown in table above, queries for A records would result in a response of
3.3.3.3 and queries for AAAA records being returned 2::2.

Round Robin

In Round Robin method, the appliance returns servers sequentially and cyclically

Consider the following example where a Pool has three servers listed below:

e 10.10.1.1
e 10.10.2.2
e 10.10.3.3

Responses to DNS queries will be sequential in the following order,
10.10.1.1,10.10.2.2,10.10.3.3,10.10.1.1, 10.10.2.2, 10.10.3.3........

Ratio:Fixed

For the Ratio:Fixed method, the results' distribution over time matches their weights but there is no
expectation for sequential results. Responses are randomized, with each available option assigned a

probability equal to its weight divided by the total weight of all available options. An example is shown in
table below:

Order Weight Server Availability
1 1 1.1.1.1 down

2 2 2::2 up

3 2 3.3.3.3 up
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4 2 4::4 up
5 1 5.5.5.5 up

With this Pool configuration and state, un-cached queries for A address is going to return 66% 3.3.3.3 and
33% 5.5.5.5 while un-cached queries for AAAA will return 50% 2::2 and 50% 4::4. Responses are going to
exhibit no particular order.

Ratio:Dynamic

e Using the Ratio: Dynamic method, the appliance weights the DTC servers dynamically based on
round trip delay or SNMP health monitor data. You can use one of the following options:

e Round trip delay: Based on the round-trip delay from the DTC member that received a client’s DNS
request, the system sends clients to the server with the minimal latency time, i.e. the closest one.
You need a pre-configured health monitor for this load balancing method. An example is shown in
the table below:

Server Latency (ms)
A 25
C 18
D 50

With this configuration, 100% of the trafficis distributed to Server C.

e SNMP: Based on data from the SNMP monitor associated to the server, for example, CPU or
memory utilization, the system sends clients to the server with the lowest load. For this load
balancing method, you need a pre-configured SNMP health monitor with a required metric to be
tracked. The metric is set through an object identifier (OID) in the monitor properties. This method
supports only OIDs for which the server can return an integer value.

The value of the monitored metric defines how the traffic is directed. By default, the servers with the
highest metric values receive the client requests. There may be cases when your selected metric reflects
server availability in the opposite way, that is, the lowest metric values indicate available servers. For such
cases, you can invert the value of the OID, that is, of the monitored metric, and have the traffic directed to
the lowest-rated servers.

You can select to weigh servers by either priority or ratio. In case of priority, trafficis directed towards the
servers that report the best metric values, other servers being bypassed. In case of ratio, trafficis
distributed across all servers based on the values of the monitored metric for each of them. If a health check
for a server is failed, the server is excluded from the load balancing.

An example is shown in the table below:

Server CPU utilization (%)
A 90
C 50
D 10
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With normal dynamic weights, 60% of the trafficis distributed to Server A, 33% to Server C,and 7% to
Server D.

This means that the most loaded server will receive most requests than the less loaded one. For this case,
the metric should be inverted to reflect server availability appropriately, resulting in 8% of the traffic being
distributed to Server A, 15% to Server C, and 77% to Server D.

Topology

Topology Rules are configured globally and can be reused. Topology rules map a source IP to a destination
Pool or Server. With NIOS 8.5, the ability to map topology rules to NOERR/NODATA/NXDOMAIN as
responses has been added. This is useful in a scenario where you want to provide one of these responses
when queries come from a specific client. Prior to this release, the only way to implement this would have
been to have a DTC pool with a single server with a failed health check. This would result in a failure status
on the pool and a warning status on the LBDN.

There are three types of Topology Rules:
1. Subnet - most often used with internal authoritative DNS

2. Geography- uses the MaxMind database to identify the location of the Client IP, typically used with
external authoritative DNS as the MaxMind database contains public IP addresses.

3. Extensible Attribute- uses the Extensible Attributes (EAs) associated with the Client IP’s subnet to
identify the location of the Client IP.

When GSLB processing evaluates a Topology Ruleset, it logically walks the list of Topology Rules in order
and uses the first match with an available destination. Topology Rulesets can contain any combination of
Subnet, Geography and Extensible Attribute Rules.

A Subnet Rule matches if the subnet contains the client IP.

To use Extensible Attribute Rules, the Admin specifies up to 4 Extensible Attributes to use for matching.
The EAs selected are presumed to have a hierarchy based on geography, for example
Continent/Country/Subdivision/City, though it is not enforced. A client IP matches an Extensible-Attribute
Rule if the Extensible Attributes of the Client subnet match the values specified in the Extensible Attribute
Rule.

A client IP matches a Geography rule if the MaxMind values selected matches the location of the Client IP.

As an example, assume that the following set of custom topology rules is configured and linked to an LBDN:

Rule S Conditi Destinati

1 CONTINENT IS "North America" Pool Non_US_Pool
COUNTRY IS_NOT "United States"

2 COUNTRY IS "United States" Pool US_Pool
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3 CONTINENT IS "North America"
4 SUBNET IS_NOT 173.194.33.0/24

North America.

e Rules are matched in order, so rule #3 will never be used.

e Subnet rules ignore the GeolP database, so any other traffic that isn't from the 173.194.33.0/24

network will be directed to the default Pool.

If no rules are matched, then either the alternate LB method is used, if any, or a response is based on

content from DNS that is not an LBDN.

Pool NA_Pool
Pool DEFAULT _Pool
e Arule matches only if all source conditions match, so the US won't match rule #1 despite being in

The topology ruleset must follow a specific order for return types: REGULAR rules at first, NOERR rules at

second and NXDOMAIN rules at third.

abc-internal-lbdn (Ruleset)

General

[ %]
& o
«
S ~
*Name I;
Exiensible Attributes abc-internal-lbdn |
Destination Type =

Comment

The topology ruleset must follow a specific order for return types: REGULAR rules at firsi, NOERR rules at second

and NXDOMAIN rules at third.

RULES

|:| Source
[ =te2168.0.0024
[ =17226.1.0i24
[

=1.1.1.024

Cancel

DTC Health Monitors

Health monitors determine the availability of DTC Servers and help route application traffic to the best

Destination

site-a-pool

site-b-pool

Valid Source  Return Type

es

Yes

Yes

Regular

Regular

NOERR

o+~

Extensible Attribute Rule
Geography Rule
Subnet Rule

3

Save & Close  ~

available Servers. Health monitors are associated with Pools and not Servers. Every health monitor checks

each Server that is associated with the Pool. NIOS supports pre-defined monitors (HTTP, ICMP, PDP, SIP,
SNMP, and TCP) and new custom health monitors can be created.

Health Monitor Details

HTTP/HTTPS Sends a GET request and checks the content and return code.
SNMP Retrieves an OID and compares that value to a constant.

TCP Validates the health of a Server by attempting a full TCP handshake.
SIP Sends SIP OPTIONS and check the return code. Supports SIPS, TCP,
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TLS, and UDP.

PDP Sends fixed GTP ECHO. Receiving any ECHO response constitutes
success.
ICMP Sends an ICMP/ICMPvé6 Echo Request and expects an ICMP/ICMPvé

Echo Response.
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Custom Monitors can be added by navigating to Data Management — DNS — Traffic Control—Click
Manage Health Monitors from the Toolbar.

NIOS 8.2 onwards, Multi-tier health check is supported. You can choose if you want to monitor at a pool
level or the server level, or both. For example, at the pool level you may choose ICMP as your monitor to
ensure that the server is up. Additionally, you can add another monitor at the server level to check the

health of the link on the server by polling an external domain. This tests the health of one or more arbitrary

servers to determine the availability of the application on the DTC server.
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Cancel

DTC Use Cases

The following four use cases are the most common:
e Load balancing Internet applications
e Load balancing internal/Intranet applications
e Disaster Recovery

e APEXRecord to CNAME support

Load Balancing Internet applications

+ |

w

Save & Close -

In this use case, we use the built-in MaxMind database support, which contains information about which IP
address blocks belong to which Geographical area of the world. The built-in Maxmind Database support is
used to identify a query source IP address at the Continent, Country, City and Subdivision levels.
Geography Rules use the Maxmind database to identify the location of the source of the DNS query, and
select the appropriate Pool. Pools also use Geography Rules to further direct the DNS query to appropriate

DTC Servers.

For example, an Admin can configure an LBDN to use a Geography Ruleset, which directs DNS queries to
either a Europe Pool or a North America Pool. The Maxmind database will be used in determining the origin
of the DNS query. If the DNS query originates from within Europe, it is directed to Europe Pool. For all
gueries originated from North America, the destination Pool is going to be North-America Pool.

Both the Europe and North America Pools can be configured to further direct queries to the appropriate
Server based on the Client’s location. For example, if the query originated from the UK, the DTC
configuration can direct it to the UK Datacenter Server and if it originated from any European country
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other than the UK it is directed to the Paris Datacenter server. It boils down to what a user wants to achieve
in terms of load balancing an application.

Load Balancing Internal/Intranet Applications

Traffic can be load balanced using DTC based on the querying client’s subnet or the Extensible Attributes of
the client’s subnet. A simple example of this use case is two subnet rules as follows:

e Subnet Rule-1. If the DNS query originates from subnet1, it is directed to Pool1. Then Pool1 directs
DNS queries to appropriate DTC servers based on load balancing method configured (Ratio, Round
Robin or Global Availability)

e Subnet Rule-2. If the dns query originates from subnet2, it is directed to Pool2. Then Pool2 directs
DNS queries to appropriate DTC servers based on load balancing method configured (Ratio, Round
Robin or Global Availability)

The Extensible Attribute use case example is provided as a step by step procedure under section “Deploying
DTC”. You can even utilize DNS resolution to provide traffic segregation of Microsoft Active Directory (AD)
authentication for non-site-aware clients. DTC can be used as a solution by providing site specific Service
Record (SRV) responses based on device location, whether on-premises or in the public cloud.

The Disaster Recovery Use case

This use case is based on availability to provide continuity of service for applications. For example, if
Servers at a Primary Datacenter are unavailable, the application traffic can be directed to Servers at a
Backup Datacenter. The load balancing method configured in this use case is Global Availability. The idea is
to have all traffic go to the Primary Datacenter as long as it is available. If the Primary Datacenter ever goes
down, then all traffic will be directed to the Backup Datacenter. When the Primary Datacenter comes back
online, all traffic will again be directed to the Primary Datacenter. It is possible to combine topology and
availability rules for services.

The Apex Record Use case

The zone apex is where the SOA and NS (and often MX) records for a DNS zone are placed. They are DNS
records whose name are the same as the zone itself. The DNS record type CNAME (Canonical Name) is used
for rewriting one name in a zone to another different name, which could be in the same zone, or somewhere
else. The apex contains record types which are clearly not used in the identification of a canonical host
resource (NS, SOA), which cannot be aliased without breaking the standard at a fundamental level.

DTC enables mapping apex record to a CNAME, like below. Here apex “acmerocket.com” is mapped to
“acme.local” servers.
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&

acmerocket.com
Global Availability

PROD - acmerocket.com
Global Availability

cname-server01.acme.local cname-server02.acme.local cname-server03.acme.local
cname-server01.acme.local 192.168.1.202 cname-server03.acme.local

Deploying DTC

We are going to use “Load balancing DNS resources for the internal enterprise network” as an example.
The following steps are required to bring up this DTC use case:

e Assign Extensible Attributes to the networks from where the DNS queries originate

e Configure DTC Servers

e Configure Server Topology Rulesets for DTC Pools

e Configure DTC Pools

e Configure Pool Topology Ruleset for LBDN

e Configure LBDN

Setup Details

In this use case, there are five Data Center Servers, part of three Pools, that are configured for one LBDN.

DTC Server Location DTC Pool LBDN FQDN
dtc-vm-apac-1 Singapore APAC-Pool

dtc-vm-apac-2 Bangalore

dtc-vm-emea-1 Lon'don EMEA-Pool LBDN-demo-dg.com www.demo-dg.com
dtc-vm-emea-2 Paris

dtc-vm-americas Chicago Americas-Pool
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The topology is built using Extensible Attributes that are already in use or can be configured for building an
internal MaxMind style Geo-IP database. The extensible attributes (EA) used in this use-case are:

Extensible Attribute Possible values

Corp_Region APAC/EMEA/NAM

Corp_Country Singapore/India/UK/France/USA
Corp_City Singapore/Bangalore/London/Paris/Chicago
Corp_Building HQ/BO

You can add these EAs by navigating to Administration — Extensible Attributes — +.

ll'lf{lb'l}']: $ Dbl vy e Cla Wedrsmpr =wrrl ST Foonbietr & e

= : )
§ Extensible Attributes B Tt »
Quick Filter  None b n Filler On e il &= noa
‘s .
—
Rams - Type et e SerrisdE 06 Ehecmoe [ amerier

Extensible Attributes R

Quick Filter | Mone ~ | m Fiter On Show Filter

+ Z @8

|:| Name = Type Comment Required Restricted to Ob... Inheritance Enabled
|:| Black-List String No IPv4 Metwork,l... No
|:| Building String No IPv4 Metwork,|... No
[ corp_Buiding List Mo No
[ corp_city List Mo No
D Corp_Country List No No
D Corp_Region List No No
D Country String No IPv4 Metwork,l... No
D IB Discovery O...  String No No

Assign Extensible Attributes to IPAM networks

In an enterprise environment with internal IP ranges (without a GeolP database), EAs can be used to build a
manual internal GeolP database by mapping EAs to networks in IPAM.

In our example we are using networks,

o 192.168.3.0/24
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o 192.168.4.0/24
o 192.168.5.0/24
o 192.168.6.0/24
o 192.168.7.0/24
To update the IPAM networks with the EAs:

1. Click Data Management — IPAM and navigate to networks 192.168.3.0/24.

Inf{}blnx :E: Dashboards Data Management Smart Folders
Finder « default wetwork view R
K3 Smart Folders
Quick Filter MNone hd | m Fiter On
A Bookmarks +
+- -8
Recycle Bin +
. Network - PAM Utilization C
i URL Links + oe 19 asn
ofp 192 168 6.0/24 0.0%
gl 192 168.5.024 0.0%
] oy 192 168.4 024 0.0%
O = oip 192 168.3.0/24 0.0%
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2. Clickon = thenextto 192.168.3.0/24 network.

Dashboards Data Management

WLANS Super Host D

« default  metwerk view [

rt Folders -+

Quick Filter| Mone il |
kmarks -+

Q2+l T-lL-18
cle Bin
i + [ = Network ~
— + B = i 192.166.7.0024

| = v 192.163.6.0/24

B =

B =

Delete

=l

Extensible: Attributes
Permissions

Move Networks

= 61.0.0.0/24

O O

3. Select Extensible Attributes as shown below.
4. Click +.

5. Select Corp Region under Attribute Name column and select APAC from drop-down list in Value
column.

6. Click +.

7. Select Corp Countryunder Attribute Name column and select Singapore from drop-down list in
Value Column.

8. Click+.

9. Select Corp Cityunder Attribute Name column and select Singapore from drop-down list in
Value column.

10. Click +.

11. Select Corp Buildingunder Attribute Name column and select HQ from drop-down list in
Value column.

Infoblox Deployment Guide - Enabling and Configuring DNS Traffic Control in NIOS 8.x (November 2023) 17



12. Click Save & Close.

default = 192.168.3.0/24 (IPv4 Network)

[i: 3
® B

&«
& Toggle Basic Mode Basic

General

Member Assignment Extensible Attributes + |
IPvd DHCP Options. 0 Aftribute Name: Value Inhertance State  Reguiret
VLAN Assignment

@ Pvd DDNS Corp_Region APAC Dizabled Mo

® IPv4 BOOTP/PXE Corp_Country Singapore Disabled No
# [Pv4 DHCP Thresholds 6 — — o
® |Pv4 Filters

OO oo

& FMAP Corp_Building HQ Disabled No

® [Pv4 IPAM Utilization
Hotification

Extensible Attributes

Permissions

Cancel Save & Close -

13. Repeat steps 2 to 11 for the following networks:

o 192.168.4.0/24
m Corp-Region (APAC)
m Corp-Country (India)
m Corp-City (Bangalore)
m Corp-Building (BO)

o 192.168.5.0/24
m Corp-Region (EMEA)
m  Corp-Country (UK)
m Corp-City (London)
m Corp-Building (BO)

o 192.168.6.0/24

m Corp-Region (EMEA)
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m Corp-Country (France)

m Corp-City (Paris)

m  Corp-Building (BO)

o 192.168.7.0/24

m Corp-Region

m Corp-Country (USA)

(NAM)

m Corp-City (Chicago)

m  Corp-Building (BO)

14. Once all networks are assigned EAs, the IPAM screen must look like the screenshot below.

Wy 192.163.3.024

oy 192.165.4.024

oy 192.168.5.024

oy 192.168.6.024

i i ) T
[

oy 192.168.7.0/24

0.0%

0.0%

0.0%

0.0%

0.0%

APAC Singapore Singapore
APAC India Bangalore
EMEA UK London
EMEA France Paris.

NAK UsA Chicago

15. Click Grid DNS Properties from the Toolbar under Data Management— DNS.

Infoblox

Findar «

K3 Smart Folden
M Backmarks
B Aecycie Bin

il URL Links

16. Click Traffic Control.

Dashboards

Tormry

default

ats Manscge ment

L ]

# A

Caaich Filter  Pione

sl Comiral Vimms Seerver Geoups (B
i n'ﬁ'f_‘l’\- Show Filler
LEg ) LE]
o] Privmcery St Trpe Ca:
FY
wringios ocs fuhoniafees
Aartiird ey i

Toaltssr

EE Wanage Lynam
Lipdaie Lroups

U messec

= Grd DNS

Progerties

(™ restar Servces

. 5V mport
& 5V Job Manager

= DN Converler

17. Click External Attributes 1 drop down menu and select Corp-Region.

HQ

BO

BO

BO

BO
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18. Click + to add External Attribute 2.
19. Select Corp-Country.

20. Click + to add External Attribute 3.
21. Select Corp-City.

22. Click + to add External Attribute 4.

23. Select Corp-Building

Infoblox (Grid DNS Properties)

D Toggle Advanced Mode Basic 0
&
General
Extensible Attributes Source Types for Topology Rules
Forwarders
Updates
T *fou can choose up to 4 Extensible Attributes to use as Source Types for Extensible Attribute Topology rules.
Zone Transfers ] —
Extensible Attribute 1 |CUrp_Regiu|'| @|v [~ | )
Traffic Control e —
Extensible Attribute 2 |CUrp_CU|_||'|try |v [~ | )
Extensible Attribute 3 | Corp_City FREE
Extensible Attribute 4 |Curp_B|_|i|di|1g |v | - | _
|:| When DNS Traffic Control is enabled, direct traffic according to EDNSO Client Subnet when possible.
Return DNS rezponses if there are no DTC responses available
Return the following type of rezsponse from DNSSEC signed zones
Cancel Save & Close -
24. Click Save & Close.
25. Click Rebuild.
The configuration changes require a rebuild of the Extensible Attribute Topology Database. Use the Rebuild Rebuild lgnore
button to rebuild the database. The lgnore button will hide these warnings for the current user session.
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Configure DTC Servers

In our example we are going to add five DTC Servers with the following names and IP addresses.

DTC Server IP address Datacenter
dtc-vm-apac-1 172.26.1.105 Singapore
dtc-vm-apac-2 172.26.1.106 Bangalore
dtc-vm-emea-1 172.26.1.118 London
dtc-vm-emea-2 172.26.1.119 Paris

dtc-vm-americas 172.26.1.55 Chicago
The steps below are going to add vm-apac-1 DTC server directly through IPAM assuming that thereis a

DNS record entry for the DTC server in IPAM. If none, then the user must create a DNS record entry, such
as an A record. Note: There are other ways to add DTC servers such as using the Toolbar.

From NIOS 8.0, functionality has been added to directly create DTC servers from discovered data using
IPAM. Once the Extensible Attributes (EAs) and the DNS records for the DTC servers have been configured,
the user can then add the remaining three servers by repeating these steps:

1. GotoDataManagement — IPAM

2. Navigate to network IP Map of 172.26.1.0/24 from where dtc-vm-apac-1 server is to be created.

|nr0b|ﬂx :E: Dashboards Data Management Smart Folders
=
Finder {{ dEfEuIt Melwork View n
D Smart Foiders +
Quick Filter HNone - | m Filer On
A Bookmarks +=
+- 1218
Recycie Bin +
. Network 1PN Uitilizatio...
i URL Links + oy 10.10.10.0224 o
gl 17226 1.024 0.0
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3. Clickon 172.26.1.105.

IPAK Home
172.26.1.0/24 =3 Pvanetwork #* [l Goto DHCP View
IP Map Lizt
o 8-
® o
oo ee
@
) 172.26.1.0 - 172.26.1.255
4. Scroll down all the way to the Related Objects section under IP Map,and = Click on Next to

vm-apac-1.demo.com (A record) and select Create DTC Server.

Related Objects Audit History

Edit

Create DTC Server

T05.1.26.172.n...

5. Type dtc-vm-apac-1in the Name field.
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DTC Server Wizard > Step 1 of 3 [ X |

~ @
*Name | dtc-vm-apac-1 &
Auto-create DTC
records
|
Host (® IP Address | 172.26.1.105 | The DTC response will contain an auto-
created A (IPv4) or AAAA (IPvE) record
with this IP addrezs.
() Domain Name |vm—apac—1.dem0.c0m| The DTC response wil contain an auto-
created CNAME record that uses this
domain name.
Comment
Dizabled D
W
Cancel Previous Mext Save & Close -

6. Click Save & Close.
7. Repeat steps 2 to 4 to add the remaining four DTC servers.

8. Navigate to Data Management — DNS — Traffic Control to view the newly created DTC servers.
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Infoblox :E: Dashboards [ats Management Smart Folders Gnd Administration

Finder & o ——— =

Zones embers Traffic Conlro Mame Server Groups Shared Record Groups

9 et Fotiers ¥ Traffic Control R
A GBookmarks + FlLeow  [Pool [ Server
i Recyce Bin + Quick Fiter | none == | m""" O Show Fller
i VAL Links + + 3 5

Hame Type Status IPvd Address Comment

Server Hone 172.28.1.105

fic-vm-apac-2 Server MHone 172.26.1.108

dic.vn-emea- | Server Mone 1T226.1.118

M-S MeE- Server Maone 172261118

VT-AMEricas Server None 172.28.1.55

Configure Server ruleset for DTC Pools

In our example we are going to configure three Server Topology Rulesets, one for Asia Pacific Pool, one for
the Europe Pool and one for the North-America Pool. The Topology Rulesets are named APAC-Ruleset,
EMEA-Ruleset and NAM-Ruleset, respectively.

The topology rulesets are Extensible Attribute rulesets introduced in NIOS release 8.0.

Ruleset Rules Destination Server
The source DNS query is from Asia and more dtc-vm-apac-1
specifically from Singapore HeadQuarters

ARG The source DNS query is from Asia and more dtc-vm-apac-2
specifically from Branch Office in Bangalore
The source DNS query is from Europe and more dtc-vm-emea-1
specifically from Branch Office in London

EMEA-Ruleset The source DNS query is from Europe and more dtc-vm-emea-2
specifically from Branch Office in Paris
HeadQuarters
The source DNS query is from North America and dtc-vm-americas

PRl specifically from Branch Office in Chicago

To configure the Topology Rulesets for DTC Pools, follow the steps below:
1. Go to Data Management — DNS — Traffic Control.

2. Click Manage Topology Rulesets from the Toolbar.
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Iﬁf{.‘lblﬂl é: s hioards Dt MBFSgE e r Adrmnisiranon

: Tones Memilers Traffc Control Fisme Served (oo Snaied e ot T oL A | Tookbar )) g

Traffic Control [+ o dd .

[l uson (A Poal  E] Server

Quick Filles | jone w | ﬂ!mm G F il
4 ¥
+ - = L - E. Go o i *L Visustzalion
s Manage Heallh
Hame Type Staturs Pk Address Comremerd 1
- Manage Topokgy
fic-vm-apac-1 Sarver Hone 172.26.1.10% Rulesats
o Topalagy .
- - apac-2 Sarver N 172.26.1.106 .Dilﬂuu
e -vm-ame a1 Sarver Hone irrd. ARG = Geid DNS
Progeriss
fic-vm-emea-? Cerver Hone: 123118 f . DS
w Properies
< »
™ mestan Services
~al
[
X 5V impori v
3. InTopology Manager, click + to open the Ruleset window.
Topology Manager
Topology Manager
Ciuack Fller | risna - | mfltfz-' Shove Fike
hlame: Dl it Tk o Cle

4. Type APAC-Ruleset in Name field.

5. Select Server as Destination Type.

-
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6. Click +in the Rules section and select the Extensible Attribute Rule.

Ruleset = Step 1 of 3

"Name APAC-Ruleset

Deslination Type Server -

Commeni

Thi lopelogy rulésst musl follow & specific order for return typed REGULAR rules ot frsd NOERR rules al sécond and
HEXDOMAIN rules at third

RULES RN

ag 0O

[] Seurce Cestnabon Vel Source  Asturn Type  Order Extensible Attribute Rule ]
Geography Rule

Mo data

Subned Rule

L

Cancal B IS Mext Schedule for Later Save & Cloge -

7. Select APAC for Corp-Region.

8. Select Singapore for Corp-Country.
9. Select Singapore for Corp-City.

10. Select HQ for Corp-Building.

11. Select server dtc-vm-apac-1 for Destination.
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Add Extensible Attribute Rule =) -~ 89

&
*Source Type
Corp_Region
equals b4 APAC -
Conp_Country
equils - Sngapone v
Corp_City
equals w Srgapoie »
Corp_Building
euals * MO -
‘Destinationesponse (@ DTC PooliServer @c-vmapec-1  Seiect
() NOERRORMODATA (Response)
() NXDOMAM [Response]
W
Cancel 2 et Schedule for Later Save & Close =
12. Click Add.

13. Click + in the Rules section and select Extensible Attribute Rule.
14. Select APAC for Corp-Region.

15. Select India for Corp-Country.

16. Select Bangalore for Corp-City.

17. Select BO for Corp-Building.

18. Select server dtc-vm-apac-2 for Destination.

19. Click Add.
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20. Click Save & Close.

Ruleset = Step 1 of 3

a
~ @
‘Name APAC-Ruleset &
Destination Type
Commeni

The topology rulese! must follow & specific order for return types REGULAR nues st first, NOERR rules ol second and

HEDOMAIN rulés &l third
RULES & -
[} Source Dwabnabon Vald Source  Fetum Type  Ovder

E
[ =APAC, =Singapore, =Singap . dic-vm-apac-1 FRegular 1

-
[7]  =aPaC, sindia, sBangalore, sBO  dic-vm-spac-2 Beguiar 2
Defauit destination il none of the above rules match Sedect Clear
[opticnal).

W

Canpal [

Sehedule Tor Laler Save & Close "I

21. In Topology Manager Click + to open the Ruleset window.
22. Type EMEA-Ruleset in Name field.

23. Select Server as Destination Type.
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24. Click +in the Rules section and select Extensible Attribute Rule.

Ruleset > Step 1 of 3

“Hame EMEA-Rulesst
Bestination Typs Sr e -
[

Tha topalogy fulesel musl falow & apeci®ic order for Feburn fypes BEOULAR ryles ot fret. NOEBH rules 82 second and
HEDOMARM rules at third,

RULES e

agp B

| Sowres [ ikl Sowis  Rlelurs Typs [ I Exiersibbe Aftribule Huhl

Geography Rule

Mo data

Subnet Rule

25. Select EMEA for Corp-Region.

26. Select UK for Corp-Country.

27. Select London for Corp-City.

28. Select BranchOffice for Corp-Building.

29. Select server dtc-vm-emea-1 for Destination.

30. Click Add.
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Ruleset > Step 1.of 3

Add Extensible Attribute Rule x

"Source Type

Camp_Regon
egual ot EMER b
Conp_Couniry
equals e U x
Corp_City
equals = L B

Corp_Budding

‘Destinationfesponse @ OTC PoolServer [ Scomemes]  Select ]

() NOERFDRMWODATA [Response)

7} NXDOMAMN (Response]

-

Cancal Yot Schedie for Lsier

@ O

31. Click + in the Rules section and select the Extensible Attribute Rule.

Ruleset > Step 1 of 3 o
"Rame FWFA Fuiasat ~ 8
&
matmation Type
i il
The Sapuisoagy ruseset wmssk ol o Spacilc oeder for raflam Fypes S CULAS reley of Tl WOKESS ralrs. af ssooned ard
KA rule s o g
HULES * -
] Source Tasingon Valkd Sowrre  Faten Type  Ornder | Extenuiin Afirtute Hule
| “INES, U, sLondon, B0 ficveemes | Zagiar 1 Geagraphy Rk
Subnel Oz

32. Select EMEA for Corp-Region.

33. Select France for Corp-Country.
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34. Select Paris for Corp-City.

35. Select BranchOffice for Corp-Building.

36. Select server dtc-vm-emea-2 for Destination.
37. Click Add.

38. Click Save & Close.

Ruleset = Step 10of 3

‘Hame EMEA-Ruleset
Destination Type

Comment

The lopology rulesel musi follow a specific order for returmn types REGULAR nues al frsi NOERR rules al second and
NEDOMAIN rules al third

RULES & -
] Sowrcs Dealinabon Vald Source  Return Typs  Orded
[ =EMEA, =UK, =London, =BO Hie-vm-emea- | Hpguiar 1
[7] <EMEA, ~France, -Paris, =BO  dic-vm-omea-2 Feguiar 2
Defaull destination il none of the above rules malch 0 | Chear
(optional);
Cancel AOUS Hexd Schedule for Laler

39. In Topology Manager Click + to open the Ruleset window.
40. Type NAM-Ruleset in Name field.
41. Select Server as Destination Type.

42. Click + in Rules section and select the Extensible Attribute Rule.

Sawve & Chose

a9 0O
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Ruleset = Step 1 of 3

"Name HAM-Ruleset
Deslination Type Server -
Commeni

Thit topalogy rulésst must folow & specific order for return typed. REGULAR rules &l firsd. NDERR rulss &1 sécond and

HEXDOMAIN rules at third

RULES & -
L] Source Desinaton Vaid Source  Return Type  Order [ Extensibie Atributs Rule ]
Mo data Geopraphy Rule
Subnet Riske
L
Cancal —. Mext chedule for Later Sawve & Close -

43. Select NAM for Corp-Region.

44, Select USA for Corp-Country.

45, Select Chicago for Corp-City.

46. Select BO for Corp-Building.

47. Select server dtc-vm-americas for Destination.

48. Click Add.
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Rulesat = Step 1 of 3

Ao Exnens ible Aniribube Rl o
*Source Type

Corp_Region

EQudd w [ £

Corp_C cusmiry

P
Loy Bapbding

sk -

e it

¢ MCRRCEMODATA [Segponas]

) ANDORIAS [Response]

Cands

49. Click Save & Close.

Ruleset = Step 1 of 3

*Name NAM-Ruleset

Destination Type v

Comment

The topology ruleset must follow a specific order for return types: REGULAR rules at first, NOERR rules at second and
NXDOMAIN rules at third.

RULES + -
Source Destination Valid Source  Return Type  Order

=NAM, =USA, =Chicago, =BO dic-vm-americas Regular 1

Cancel Previous Next Schedule for Later
Configure DTC Pools

In our example, we are going to configure three DTC Pools with the following servers and Topology Load

Balancing methods.

Stwadialn for L

Save & Choaa =

>
~® B

v

Save & Close ~

a®s O
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DTC Pool

Ruleset for Topology Load balancing Member Servers

dtc-vm-apac-1
dtc-vm-apac-2
dtc-vm-emea-1
dtc-vm-emea-2
dtc-vm-americas

APAC-Pool APAC-Ruleset

EMEA-Pool EMEA-Ruleset

Americas-Pool NAM-Ruleset

From the NIOS 8.0 release, Default Visualization can be used to configure these DTC objects and in the

following section users can learn how to use them. To configure DTC Pools:
1. Goto Data Management — DNS — Traffic Control.
2. From the Toolbar, Click Add.

3. Select Default Visualization.

Infablox = Cashboards Tttt Moo Tc-ot AIFnIS L amon
L

0, Ssaarch

L
»

Foean e Frafhc Contral Fsrwr farver i cagn P el o cad Caaomgrs HAp

Traffic Control 1+]

[ imon [ pestl (A server

Cousck Fllr piomes - | [ o ELR aen e
' b -
o Soheww Weushs ainn
) - 18 Ll
s Manage Healh
Plarm Trpm ErE] Bl Seway LConrment i L]
a B Manage Topoiogy
Ay - apa -1 Farvar Rt jied BE 1 Fubss s

4. Click on POOL_TEMPNAME_xxxxx (where xxxxx is some randomly generated number).

5. Click on Add Existing Server.

— = = Eagdys bd
POOL TEMPNAME 17008 | 2= Py e
Preterred Load Balancing Method g e e a
Ragrid Hapa
Used by thess LEONS: o — =

LB0M_TEUPRARE | THE4 . F—_——

Numbar of §erders
1

Last Upoated

Tr¥ EREL .
i Lo

17 | 88

Foom
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6. Select Servers dtc-vm-apac-1 and dtc-vm-apac-2 from DTC Server Selector.

DTC Server Selector

B AIDTC Servers

Active Directory Sites
Apple Mac 03 Devices
Conflicts

Discovered SwitchesiR
Gaming Console Device
Microsoft Windows Dey
Router and Wireless Ac
Smart Folder

Smart Folder1
Smartphone, PDA, Table
Unmanaged

Close

EZ Fiter on

Show Filter

Find | Go

Name -« Host

SERVER_TEMPNA

example.com

dtc-vm-americas ~ 172.26.1.55

dtc-vm-apac-1 172.26.1.105

dtc-vm-apac-2 172.26.1.106

dtc-vm-emea-1 172.26.1.118

dtc-vm-emea-2 172.26.1.119
(%

Comment Site

7. Select SERVER_TEMPNAME_xxxxx from Pool Members.

8. Click Delete.

POOL_TEMPNAME 17586 (DTC Pool)

Genere

TiL

Haslh Meniors
Lzad Balancing
Pl MarmnbEsra

Extensibie Sirbutes

Pooil Membsry

[ Server Name

SERVER_TEMPMAME |7

9. Click the General tab and type APAC-Pool in the Name field.

0K

AQ
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POOL_TEMPMAME 17566 (DTC Pool)

Bazxc
- M APSC-Fonl
TTL
Health Monibors c "
Lond Balancing
Pool Members
Extensible Atbributes E
Dwsailed

10. Click the Health Monitors tab.

o Select ICMP and HTTP health monitors to move them under the Active column.

POOL_TEMPHAME 17566 (DTG Poal) a

Genaral

™m Pt R0y AT Bk BERRT N PehT The B BRIy 0 B mermpery 1o kel sosipns are
ikt DS Tra e o el ol Bl 8 (i Aol Rl Sl O Tahiig

Lausi Buaimncrsg 1t i e 8. - L Acder
Paod Harmais S g
[ nlnreibia &Frigule L L
- >
(]
<
A arabTy b iR Womorish
LTI St

Cancel Sarve & Cose -

11. Note that with NIOS 8.3, in the Advanced tab, you can select which member will run the monitor.
12. Click the Load Balancing tab.

13. Select Topology under Preferred.
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POOL_TEMPNAME_17566 (DTC Pool)

General

ML

Healh Monitors
Load Balancing
Poil Mambars

Exiensibie Attnbutes

i
ap 0O

Load Balancing Pretemed

I Flnane Robar ]:I
&l A& phanir

Rl Dy

Globall Avaksbdity

Ralio: Fined

Fiourd Aot

14. Select APAC-Ruleset under Topology Ruleset.

POOL_TEMPNAME_17586 (DTC Pool) a
& o
General "
TTL CONSOLIDATED MONITOR HEALTH SETTINGS & | |8
Health Monitors Add C — I Hom
Load Balancing .
Pool Members —— o -U .
Extenaible Attributes Condition Ay [l
Share state Al
from
nipbiox pCaldoman
¥
Canceal Save & Close -
15. Click Save & Close
37
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POOL_TEMPNAME_17566 (DTC Pool)

L vt i iy

Method :"f'f' "
Health M B4y e
Load Balancing Topoegy Sueuet Chosss (ing 3
Praad Mambar —_— .
Mg WL Bober!
Ce
16. Click on hamburger next to APAC-Pool and select Enable.
|:| Server MNone
Expand Visualzation
[l Server MNone
Add to LBDN
il A B Server  None
(] Enabile Pool None
Edit
(] LBOM None
Delete
< =

Extensible Attributes

Repeat above steps to add EMEA-Pool as follows:

1. From Toolbar, click +Add.

2. Select Default Visualization.
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Toolbar »

+ ace .

LBDN

Pool

Server

| Defaulk Visualzation I

3. Click on POOL_TEMPNAME_xxxxx (where xxxxx is some randomly generated number)

4. Click on Add Existing Server.

LEDN Visualization

POOL_TEMPNAME_44567 B

Preferred Load Balancing Method Asd lhew Sere
Round Aok

= A1 DTC Status

E st
Used by these LBONS: -
LBDN_TEWPRAME 44587 - el At n

Number of Servers
1

Last Updated

Prsed W 1aumh pstien

1ITLaE1.e PO, TEMPUARE dasT
t-npr\-u Iml‘l

172.28.1.55

B

w oy

»

5. Select Servers dtc-vm-emea-1 and dtc-vm-emea-2 from DTC Server Selector.

6. Select SERVER_TEMPNAME_xxxxx from Pool Members.
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POOL_TEMPNAME_4456T (DTC Pool)

General

TTL

Health Montors
Load Balancing
Pool Members

Exlensiile Afribules

7. Click Delete.

® o
— &
Pool Members
+(@)
[] server Hame Host Fatic Desabied Order
SERVER_TEMPMAME 44 SXETEiE COm ] Yes 1 | -
F]  dcvmemes-1 17226 1.118 1 o 2 -
] dcvmemes2 172.26.1.119 1 No 3

8. Click General Tab and type EMEA-Pool in the Name field.

9. Click the Health Monitors tab.

a. select ICMP and HTTP Health Monitors to move them under the Active column.

POOL_TEMPNAME_44567 (DTC Pool)

=)

TTL

Heatth Monkors
Load Balancing
Pool Members

Extensible Aftributes

Basic
*Name EMEA-Pool
Comment
Disabled
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POOL_TEMPNAME_44567 (DTC Pool)

&
Basar Advamced
eneral
T Healm Wondorm mest b S05e3 0 Chedl e Svislabity of pool members 1 no headh moniors are
saded [0S Trafe Contrel wil stsume Sust ol B members hanot B siBius ol Runnng
Lo Balancing Heaith Montess L ElElaE i
Poocl Wembars Fifipa wip
Extenpible Allrigaten 12 Lalyy ]
" >
(L]
<
Availability Al | *Heslth Bonions)
Requirements
10. Click the Load Balancing tab.
11. Select Topology under Preferred.
12. Select EMEA-Ruleset under Topology Ruleset.
13. Click Save & Close.
POOL_TEMPNAME 44567 (DTC Pool) [}
B @
%
Basic
Ganearal
Load Balancing Prafermed
™ Method .
Heakh Monitors Topoiogy [*]
Load Balancing Topelogy Rulssst EMEA Rulesst
Poal Members
Extanaibie Aftrbules Allemale
Niore v

Cancel | Save & Close TI
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14. Click on hamburger icon next to the EMEA-Pool, and click on Enable

D Server
[ Server
| | Pool
(] Pool
(] LBDN
] LBDN
<
Repeat above steps to add Americas-Pool as follows:
1. From Toolbar, click +Add.
2. Select Default Visualization.
Toolbar »
+ ade =
LEDN
Pool
Server

Defaul Veualzation

3. Click on POOL_TEMPNAME_xxxxx (where xxxxx is some randomly generated number)

4. Click on Add Existing Server.
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LEDN Visualization
LEDH_TEMPNAME _4E248

Member Al Members

o &1 DTC Status A

Emmaas Edbme

POOL_TEMPNAME_48248
Sindus = Dsabed

I Preterred Load Balancing Method Aad Peewe Serwed
Rownd Rabin

Used by these LBDNs:

Number of Servers
1

Last Updated

[Elil

Pood Wigaah patson

172.88.1.55

BLO

L Bl TEMPHAME ) &l
Rouna Robie

PODL TOMPHLEE &1
Round Mob =

R

5. Select Servers dtc-americas from DTC Server Selector.

6. Select SERVER_TEMPNAME _xxxxx from Pool Members.

7. Click Delete.

POOL_TEMPNAME_48248 (DTC Poaol) B8

B o
&«
Basic

General

m Pool Members

Health Monkors + @

Lond Balancing 7] Server Hame Hoat Ratoc YT Order

rom embere SERVER_TEMPHAME 48 example com Yes 1 N

Exlengile Alribules ) -

C. ¥ T-aMmencas 17226155 o 2

8. Click the General Tab and type Americas-Pool in Name field.

9. Click the Health Monitors tab.

a. select ICMP and HTTP health monitors to move them under the Active column.
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POOL_TEMPNAME_48248 (DTC Poal)

Bagc Advanced

General
Heakh Monitors musl bé added 1o checl the avalabily of pool mémbers If no healh montors are

m added, ONS Tratfic Comtrol wil assume that all pool members have a status of Running'.
Health Monitors
Load Balancing Health Monitors v alabe Active
Pool Members mpe icmg
Extenaible Attributes o hittp
pdp >
snmg
<
*m Al : * Health Monitor(s)
Requirements o
10. Click the Load Balancing tab.
11. Select Topology under Preferred.
12. Select NAM-Ruleset under Topology Ruleset.
13. Click Save & Close.
POOL_TEMPNAME 48248 (DTC Pool) [x]
B o
Bazic *
Oangral
Load
m “u::"“ﬂ Preferred .
Healn Mordors Topaingy v]
Load Balancing Tepegy Futs NAM-Ruisssi E|
Pl Wambars
Exiwnsible Afirbules Alerngte
Lt ] ""]

[ le Save & Close ~
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14. Click on hamburger icon next to the Americas-Pool and click on Enable.

Configure Pool Topology Ruleset for LBDN

In our example we are going to configure a ruleset for the LBDN named LBDN-demo-dg.com with
destination as Pool. The ruleset is going to have five rules as follows:

Ruleset Rules Destination Server
The source DNS query is from Asia Pacific region APAC-Pool
The source DNS query is from Europe region EMEA-Pool
The source DNS query is from North Americaregion = Americas-Pool
The source DNS query is from the subnet NOERROR/NODATA

LBDN-demo-dg-Ruleset 192.168.1.0/24 (Please note that this feature is only
available from NIOS 8.5)
The source DNS query is from the subnet NXDOMAIN
192.168.2.0/24 (Please note that this feature is only
available from NIOS 8.5)
To configure the Topology ruleset for LBDN follow the steps below:

1. Go to Data Management — DNS — Traffic Control.

2. From the Toolbar, Click Manage Topology Rulesets.

Infoblox :E: Dashboards Data Management G Q Search  admin
;’ Zones  Members  TrafficConirol  Name Server Groups  Shared Record Groups  H p|  VODiDar » E
—— iy
Traffic Control R W A -

[ ueom  EPest B server

Cuick Filler | pons - | m Filler On Shuroy Fillex
£ » I
Shiow Visuals aon
+- -8 Go to o
s Manage Healh
[[F ] Type Slabus Pl Addiess Cormrmecnl |
ry B, Manage Topology
die-vm-apac-1 Server Plcsree 17226 1105 Hulesels
- v apac- 3 Larver Pl 17238 1 908 . Topalogy

Dalatase

3. InTopology Manager, click + to open Ruleset window.
4. Type LBDN-demo-dg-ruleset in Name field.

5. Select Pool as Destination Type.
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6. Click +in Rules section and select the Extensible Attribute Rule.

Ruleset = Step 1 of 3 a
l
*Name DN-demo-ag-Rulaset &«
Destination Type Pool e
-_
Comment -
Thie topology ruleset must folow & specific order for return types. REGULAR rules ot first. NOERR rules st second and
HMDOMAIN rules at ihird
RULES &~
[l seurce Destration Vald Source  Return Typs  Oroer [Emnme atiribute Run]
Mo data Geography Rule
Subnet Rule
L
Cancel Pre d Mgt Schedule for Laler Save & Close =
7. Select APAC for Corp-Region.
8. Select Any for Corp-Country.
9. Select Any for Corp-City.
10. Select Any for Corp-Building.
11. Select pool APAC-Pool for Destination.
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12. Click Add

Ruleset = Step 1 of 3

Add Extensible Attribute Rule
"Source Type

Corp_Region

equals S

Conp_Country

equials b

Corp_City

euials b

Corp_Building

aquals »

*Destination/Response (@) OTC PooliServer

APALC =

ry

APACPool  Select

() NOERRORMODATA (Response)

() NXDOMAIN (Response)

] CanCa

13. Click + in Rules section and select the Extensible Attribute Rule.

14. Select EMEA for Corp-Region.
15. Select Any for Corp-Country.
16. Select Any for Corp-City.

17. Select Any for Corp-Building.

18. Select pool EMEA-Pool for Destination.

19. Click Add.

ap 0B

Infoblox Deployment Guide - Enabling and Configuring DNS Traffic Control in NIOS 8.x (November 2023)

47



Ruleset = Step 1 of 3

Add Extensible Attribute Rule L
*Source Type
Corp_Region
equals b EMEA _"
Corp_Counltry
equals b Ay hd
Corp_City
equals b Any o
Corp_Building
Bquals A Ay ot

*Destination/Response  ® OTC PoolServer EMEA-Pool  Seiect

(") WOERROR/NODATA [Response]

() HMDOMAIN [Response)

Add CineCo

20. Click + in Rules section and select Extensible Attribute Rule.
21. Select NAM for Corp-Region.

22. Select Any for Corp-Country.

23. Select Any for Corp-City.

24. Select Any for Corp-Building.

25. Select pool Americas-Pool for Destination.

~@ 0O
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26. Click Add.

Ruleset > Step 1 of 3

Add Extensible Attribute Ruske o

“Source Type
Corp_Region
ot - nau =
Corp_Country
aquaks l"" Ay -

Corp_City

Corp_Building

‘DestinationResponse '8 OTC PoolServer AmercasPosl  Select
) ROERRORMODATA [Responye)

) ADORABM (s ponss)

==

27. Click + in Rules section and select the Subnet Rule.

Ruleset = Step 1 of 3

"Hame | Dh-demo-dg-Ruleset

Destination Type v

Comment

The lopology rulesel must follow a specific order for return types REGULAR rules st fral. NOERR rules 81 second and

HEDOMAIN rules af third

RULES
C]| source Destnaton
] «apac, ANy, =ANY, =ANY APC-Pool

] =EMEA, =ANY, sANY, sANY EMEA-Poal

F1 =nam, =800, =ANY, =ANY Americad Poal Ragular

a@ O

@ 0
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28. Set the Source Subnet equals value to 192.168.1.0/24
29. Select NOERROR/NODATA for the Response

30. Click Add.

Ruleset > Step 1 of 3

Add Subnet Rule

*Source Subnet equals o 192 168 1.024 Zeed

‘DestinaionResponse ) DTC PoolServer

[@ NOERRORMODATA (Response|

() MXDOMAIN (Response)

e

] Source Cestnaton Vald Source  Return Type  Order
F]  sapac, sany, saNy, sany APC-Pool Seguiar 1
E]  =EMEA, =ANY, =ANY, =ANY EMEA-Pouol Reguiar 2
El -mam, =any, =anry, ANy Americas-Pool Fie guias 3

31. Click +in the Rules section and select Subnet Rule.

Ruleset > Step 1 of 3

“Name JOM-demo-dg-ruleset

Destination Type

Coamment

The topology rulesst muat folow a specific order for return types: REGULAR rules ot first. NOERR rules st second and

NXDOMAMN rules at third

RULES

[[] Source Destraton Valkd Source  Return Type  Order
[l =apar, <ANY, =ANY, =AMy APAL.Pood Seguiar 1
[F] =EMEA, =aNY, =ANY, =ANY EMEA-Pood Seguiar 2
[F] =Mam, =aby, =ANY, =aNY Americas-Poal Reguiar 3
O =182.168.1.024 NOERR 4

+ -

~a® 0O

Extensibie Attribute Ruks

Geography Rule

Subnet Rule
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32. Set the Source Subnet equals value to 192.168.2.0/24
33. Select NXDOMAIN for the Response

34. Click Add.

Ruleset > Step 1 of 3

Add Subnet Rule [&]

*Source Subnet equals ¥ 1192168 20724 Select

*DestinationResponse () DTC PoolServer

() MOERROR/MODATA [Response)

(@ MXDOMAIN (Response)

Lda Cance

35. Click Save & Close.

Ruleset > Step 1 of 3 a
)
Ham ICIN- g dg-ulesal &
Deatinabon Typs
Cormament
Thes ligesiogy rubeial mussl Nobove 3 spedific ordes for roliern Brgees. B CRULAR fules 8 sl OE RSB rules B mecond and
R[N AR rules al third
BULES e
[ Seurca Daabnaicn Vi Sosece  Beteen Trpe Dt
-
7] =APAL, =hbie, =adis, =ddis AP Pl L 1
-
[ stMs, sabiy, sisie, sidis EMEAPoai [— 3
] s, mtbry, sibr, sidis' e n Pl S ]
] stea. 181024 WOCAR 1
] =192.168.2 24 MDOMAN 5
v
Canoel Srwarp [ ] Sohedule for Laler Sove b Closs =
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Configure LBDN

In our example we are going to create a Load balanced domain name LBDN-demo-dg.com using Default
Visualization.

DTCLBDN Pattern Authoritative Ruleset for Member Pools
zone Topology Load
balancing
APAC-Pool
LBDN-demo-dg.com *.demo-dg.com demo-dg.com Ig'EEl,:;Stemo_d EMEA-Pool

Americas-Pool

To configure LBDN:
1. Goto Data Management — DNS — Traffic Control.
2. Click on hamburger next to a LBDN_TEMPNAME_xxxxx (where xxxxx is a random number).

a. Select Expand Visualization.

Infoblox * Dashboards [ats Mansgement Smart Folders Grid

File Dislriby

Traffic Control +]
Fluson [ Posl [ server

Quick Fiber qong - | ﬂ= e haw Fibe

€ ¥

O-|4- & 8- L- 8

Hame Troe Sistua Pl hddress Commant
e sa— B — .
SERVER_TEMPHAME y— Mol
SEAVER_TEMPNAME.. Server  None

Npne
E xpard Vel alion

temme

Moms

Mo

Extensile & Hribdes
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3.

8.

Note: With NIOS 8.3, state persistence was introduced. When you enable persistence for an LBDN, the appliance

Move cursor over LBDN_TEMPNAME_xxxxx.

a. Select Edit.

LBDN_TEMPNAME_17566

Status = Deabled

BON _TE MPHAME_1T586
Round Robin Load B‘llﬂ:lﬁg Method

Aound Robn

Number of Pools
2

Last Updated

In the General Tab, Type LBDN-demo-dg.com in the Display Name field.
Click +.

Type *.demo-dg.com in row under Patterns table.

Select Topology as Load Balancing Method.

Select LBDN-demo-dg-ruleset as Topology Ruleset.

Test

Add Existing Pool

Add MNew Pool

Enatrle

Edn

Delete

Schedule Delete

stores the results for specific LBDN responses in the DNS Traffic Control cache. When a request originates from the
respective FQDN or an IP address within the specified period, the DNS server directs the request to the same server.

With NIOS 8.5, maximum DTC record persistency has been increased from 30 minutes to 2 hours.
This makes the responses faster since they are cached for longer.
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LBDN_TEMPNAME_17566 (DTC LBDN)

General
Associated Zones and Records
Pools

Extensible Attributes

Cancel

AQ

e
22}
Basic
A
*Display Name LBDN-demo-dg.com
Patterns & | @
Pattern
*.demo-dg.com
Load Balancing Method 1 ~
y g Topology Topology Ruleset| LBDN-demo-dg-ruleset

*Persistence

Priority

Comment

D Seconds

The Priority value is used when there are LBDNs with
1 overlapping patterns. The LBON with the highest
priority will be used to provide the DTC response.

Save & Close ~

9. In Associated Zones and Records Tab, click +.

10. Select demo-dg.com zone from the list.

11. In the Pools Tab, click +.

LBDN_TEMPMAME_17566 (DTC LBDN) a
B @
Basic 4
Ganéra
Match quenes of record Types for the associated Tones:
At Tunse md AF  cname[] sav(] Al wem(]
Pools Thie LBON wil not be sciree wiheut sy ssaocambed Tones
Enbensibie Atinbubes ASSOCIATED ZOKES
+
] Zones DS Vigw Network Vi
Il demo-dg com detaut defaul
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12. Select APAC-Pool and repeat step 11 for EMEA-Pool and Americas-Pool.

LEDN_TEMPNAME_17566 (DTC LBON)

Cerers

Asancabed Jones and Recors

Eafgndctig anvibotes

Cancas

13. Click Save & Close.

Bamsr
—
Poois
Mg

. AR -Peasl 1
] 1

Bk Do 1

| Save & Close - I

14. Move cursor over LBDN-demo-dg.com in Visualization.

15. Click Enable.

16. Click Yes.

LB DN -demo dg com
slogy: LEDM -d sme-dg-rules
"

-

-

ELI £ 1T -0
TRy MAMRUERE

LBDN-demo-dg.com

Status = Deabied
Load “l.ﬂtlﬂﬂ Maethod
Topagy | LIBON -G -ruiret

Number of Pools

3

Last Updated

TEEY SMEA SN

Test
Add Existing Paol
Adad New Pnosd
Edit 1
Linsete

Schedules Delsls
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17. Close Visualization display.

18. Click Restart.

The configuration changes require a service restart to take effect. Click Resatart to restart relevant services now or click lgnere to restart the services later. Restart View Changes Ignore

DTC LBDN Visualization
As complicated DTC configurations can be created, the GUI provides a graphical view where an

administrator can visualize the hierarchy of DTC objects along with the configuration status.

In our example, we are going to see the Traffic Management structure of our configured DTC LBDN named
LBDN-demo-dg.com by clicking on the icon next to the DTC LBDN and selecting Expand Visualization.

= Name Typs Slatus

dte-v m-apac-2 Sender
dic-vm-emea- | Server
= dic-vm-emea-2 Server
gtc-vm-americas Server

Pool

This takes us to a page with graphical representation of the selected DTC LBDN. The working configuration
is displayed with all check marks in Green.

The Legend shows colors that provide the status of the DTC LBDN, for example Green means everything is
running.

The traffic management structure is an inverted tree representation with its root at DTC LBDN. In our
example, the root is branching out to three DTC Pools named APAC-Pool, EMEA-Pool and Americas-Pool,
which are further branched out to their respective DTC Server members. We can click on any of the DTC
objects to view the next DTC objects under it. The NIOS DTC visualization tool is not just a read-only tool a
user can add, delete and modify DTC config with a click of a button.

Note: You may need to wait about 3 minutes after a service restart for the all items on the visualization to be
displayed as a green status.
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E D t:} E L] Auto Refresh

&

LE DN-gamo-gg.com
Topology : LB DN-gamo-og-r ulasst

it it

. )
Am Pl R A
APAC P ool Thphwf‘:;l-ﬂuh-t Tpoiogy: EMEA-Fumsst
Topology : APAC-Rulaset
i —
i —
.
b g 2
T1ae. L me
Loom [I]

Test DTC LBDN

Infoblox NIOS provides a testing function to test the DTC response for a specific LBDN. Using this the
configuration of the DTC LBDN can be validated. Only Infoblox LBDNSs can be tested using this feature.

To testan LBDN:
1. Go to Data Management — DNS — Traffic Control.
2. Click onthe hamburger icon next to LBDN-demo-dg.com.

3. Click Test.
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II"I rﬂhlﬁx :E: Dashboards [ata Management Smart Folders Grid

defaull

= Zones Members Traffic Conlrol Name Server Groups Shared Record Groups F

Traffic Control

Flieow  [Flroal ] server

Quick Fiter | None - | Elrne on Show Filer
€
n - + - m’ . - 1 - E =0 1o
Ll Hame Type Status Pvd Address Comment
| dic-vm-apac- 2 Server _ 172.26 1.106
[ thc-vm-emea- 1 Server [TREERGIRl 172.261.118
il dic-vm-amaa-2 Server  [REmmEgl 172261119
| e - YT AMEnC as Server _ 172.26.1.55
[ Running
Expand Visualz alon
| Runnng
Lows abie
v Runnng
r Edit

Dedete

Externrsie Atinbutes

4. Type 192.168.3.50 in Query Source field.

5. Type www.demo-dg.com in Query Name field.

6. Select nios.dtc-demo.com in Member field by clicking Select button.

7. Select A for Record Type.
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8. Click Start.

Test DTC LEDN (LBDM-demo-dg.com}

*Query Source 192.168.3.50 |
&«
*Query Name |w~w.demo—dg.com |
*Member infoblox.localdomain | Select
*Record Type A
Start Clear
Query Source = 192 188 3.50, Query Name = www.demo-dg.com, Member = infoblox localdomain, Record Type = A.
Type = A, Data = 172.26.1.105, TTL Inherited.
Verify the Query Response as “172.26.1.105” It is Server dtc-vm-apac-1 served when query originated
from HQ/Singapore/Singapore/APAC. Similarly, you can test it out for other source IPs as well, as shown
below
Test DTC LBDN {LBDMN-demo-dg.com)
*Query Source |192.‘1EB.T.50 | L2}
&
*Query Name |wnr.dem0-dg.com |
*Member infoblox.localdomain | Select
*Record Type A
Start Clear
Query Source = 192.168.3.50, Query Name = www.demo-dg.com, Member = infoblox localdomain, Record Type = A,
Type = A, Data = 172.26.1 105, TTL Inherited.
Query Source = 1592 188.1.50, Query Name = www.demo-dg.com, Member = infoblox localdomain, Record Type = A.
Type = NOERR, Data = None, TTL Inherited.
Query Source = 182.168.2.50, Query Name = www.demo-dg.com, Member = infoblox localdomain, Record Type = A,
Type = NXDOMAIN, Data = None, TTL Inherited.
Query Scurce = 192.188.4.50, Query Name = www.demo-dg.com, Member = infoblox localdomain, Record Type = A.
Type = A, Data = 172.25.1.106, TTL Inherited.
Query Source = 182 168.5.50, Query Name = www.demo-dg.com, Member = infoblox localdomain, Record Type = A
Type = A, Data = 172.26.1 118, TTL Inherited.
Query Source = 192.188.8.50, Query Name = www.demo-dg.com, Member = infoblox localdomain, Record Type = A.
Type = A, Data = 172.25.1.119, TTL Inherited.
Query Source = 192 168.7.50, Query Name = www.demo-dg.com, Member = infoblox localdomain, Record Type = A.
Type = A, Data = 172 26.1 .55, TTL Inherited.
Close
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CSV Import/Export Support

From NIOS 8.3 onwards, you can use the CSV Import feature to migrate data from other load balancing
solutions or modify multiple objects at a time. You can do so, by clicking on the CSV Import option on the
Toolbar. You can refer to the CSV import reference available on the Infoblox Documents portal.

i= Grid DNS
Properties

#F Member DNS
Properties

C.' Restart Services

X csV import
CSY Job Manager

= DN Converter

You can also export DTC data as a CSV for external parsing or historical backups of the configuration. You
can do so by selecting all the DTC objects, and clicking on the export option and selecting Export datain
Infoblox CSV Import Format. Click on Export.

Zones Members Traffic Conftrol Hame Server Groups Shared Rx

Traffic Control +]

[~ LeDN [ poal [+] server

=
b

Quick Filter | None v | B Fer on Shaw Filler

L

©- |+~ - 1- 8 Goto |
All 9 objects on this page 111 Expart visitie data

4 Hama I Export data in Infoblox C5W Import Formal I
(¥ dic-vm-apac-1 Server  [RUBAOGINN 172281105
[+ dic-vm-apac-2 Server  [RUDNOGIIN 172.26.1.108
[+ dic-vm-emen-1 Server _ 172.28.1.118
# dic-vm-emen-2 Server  |URRIGIIN 172.261.110
[+ dtc-vm-americas Server  [FUDDOGIIN 17226155
[+ APAC-Pool Pool ‘Running

M = EME&-Paal Pool 'Running

® = Americas-Pool Poal ‘Running

]
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Export

Export may take a long time, please consider using filters to reduce the
amount of data being exported. Click the S5tart button to proceed or the Cancel &«
button to exit.

Separator| Comma i

Cancel Export

DTC Backup/Restore Support

From NIOS 8.3 onwards, you can backup DTC specific information, by navigating to Grid — Grid Manager,
and selecting DTC Backup from the Backup option in the Toolbar.
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Similarly, you can restore a DTC backup, by selecting the DTC Restore from the Restore option in the
Toolbar.

WAPI support

You can use the Infoblox RESTful APls to create DTC configuration. The endpoints supported are as shown
below:

dtc : DTC object
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dtc:allrecords : DTC AllRecords object
dtc:certificate : DTC Certificate object
dtc:1bdn : DTC LBDN object

dtc:monitor : DTC monitor object
dtc:monitor:http : DTC HTTP monitor object
dtc:monitor:icmp : DTC ICMP monitor object
dtc:monitor:pdp : DTC PDP monitor object
dtc:monitor:sip : DTC SIP monitor object
dtc:monitor:snmp : DTC SNMP monitor object
dtc:monitor:tcp : DTC TCP monitor object
dtc:object : DTC object

dtc:pool : DTC Pool object

dtc:record:a : DTC A Record object
dtc:record:aaaa : DTC AAAA Record object
dtc:record:cname : DTC CNAME Record object
dtc:record:naptr : DTC NAPTR Record object
dtc:record:srv : DTC SRV Record object
dtc:server : DTC Server object
dtc:topology : DTC Topology object
dtc:topology:label : DTC Topology Label object
dtc:topology:rule : DTC Topology Rule object

For more information on each of the objects, you can refer to the RESTful APl documentation available on
the Infoblox Documentation Portal.

For sample API calls, you refer to the DNS Traffic Control section in the Infoblox REST API Reference Guide.
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https://docs.infoblox.com/display/ILP/NIOS?preview=/8945695/22222666/Infoblox_API_Documentation_8.3.pdf
https://www.infoblox.com/wp-content/uploads/infoblox-deployment-infoblox-rest-api.pdf

Conclusion

Infoblox DNS Traffic Control combines DNS management with intelligent GSLB functionality, so you can
have automated and scalable high performance, all in one solution.

Additional Information
mmuni rticle: Cr full DT nfiguration in WAPI (v2.1 an ve) from scratch in a single R

Tech Video: DTC Features Webinar

Tech Video: DTC: Saving Time using the DTC API vs. Web Ul when Configuring New Applications

Community blog: What is New with DNS Traffic Control with NOS 8.5?
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https://community.infoblox.com/t5/API-Examples/Create-full-DTC-configuration-in-WAPI-v2-1-and-above-from/m-p/13957#M74
https://community.infoblox.com/t5/Community-Blog/Using-DNS-Traffic-Control-for-Microsoft-Active-Directory-Domain/ba-p/15233
https://community.infoblox.com/t5/Tech-Videos/DTC-8-2-8-3-Features-Webinar-Archive/ba-p/13836
https://community.infoblox.com/t5/Tech-Videos/DTC-Saving-Time-using-the-DTC-API-vs-Web-UI-when-Configuring-New/ba-p/14799
https://blogs.infoblox.com/community/what-is-new-with-dns-traffic-control-in-nios-8-5/
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