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Infoblox vNIOS for Azure is a virtual appliance designed for deployment as a Virtual Machine (VM) in Microsoft
Azure. Infoblox vNIOS for Azure enables you to deploy robust, manageable, and cost effective Infoblox
appliances in the Microsoft Cloud.

Infoblox NIOS is the underlying software running on Infoblox appliances and provides core network services
and a framework for integrating all the components of the modular Infoblox solution. It provides integrated,
secure, and easy-to-manage DNS (Domain Name System), IPAM (IP address management) and other
services.

Infoblox VNIOS for Azure appliances can be joined to an existing on-premise or hybrid/multi cloud grid, or the
entire grid can run in Azure. The vNIOS appliance can be configured as a primary DNS server for your Azure
networks. You can also use Infoblox Cloud Network Automation with vNIOS for Azure to improve visibility of
cloud resources and increase the flexibility of your cloud environment.

Using Azure Resource Manager (ARM) templates allows you to deploy vNIOS in Azure in configurations not
supported via deployment from the Azure Portal. For example, deploying multiple vNIOS VMs in one Resource
Group and into Availability Sets. ARM templates also allow you to automate deployments, creating
Infrastructure as Code.

The following are prerequisites for deploying and managing an Infoblox vNIOS for Azure appliance:

e Valid subscription for Microsoft Azure.

e Permissions to create Resource Groups, Virtual Networks, Virtual Machines, and App Registrations in
your Azure subscription.

e Additionally, to deploy VNIOS using ARM templates, you may need administrator permissions on your
local workstation in order to install required software.

e Understanding of basic networking concepts and tools, including public and private IP addressing,
DNS, Secure Shell (SSH), and command line/terminal applications.

The following outline lays out the basic steps to deploy and configure Infoblox vNIOS using ARM templates, in
a new Azure subscription:

Deploy an Azure Virtual Network (VNET)

Deploy vNIOS using the Azure Portal / Create Base ARM Template
Customize Template and Parameter Files

Install the Azure Command Line Interface (CLI)

Deploy vNIOS using ARM Template and Azure CLI

Configure the vNIOS Appliances

Configure Azure VNET DNS

Perform vDiscovery for Azure

© N o ok~ owDd =
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High Availability in Azure: Availability Sets

The Infoblox High Availability (HA) feature provides redundancy and fault tolerance in an easy to manage and
implement configuration, ideally suited for local/on-premise networks (both physical and virtual). However, this
feature is not supported in vNIOS for Azure deployments.

To implement highly available DNS and IPAM services with Infoblox servers in Azure, the appliances can be
deployed as part of an Availability Set.

Azure datacenters classify groups of hardware under two domains, update domains and fault domains. Update
domains are groupings of hardware that may be patched or rebooted at the same time during maintenance
periods. Fault domains describe hardware sharing a common power source and network switch. When VMs
are deployed as part of an availability set, they are separated across 5 update domains and up to 3 fault
domains by default.

Availability Set

Fault Domain 1 Fault Domain 2 Fault Domain 3

Update Domain 1 Update Domain 2 Update Domain 3

Update Domain 4 Update Domain 5 Update Domain 1

When you deploy at least two vNIOS for Azure VMs in an availability set, you ensure that at least one VM will
remain available during planned or unplanned maintenance events, meeting the 99.5% Azure SLA.

Deploy Azure Virtual Network

Infoblox vNIOS for Azure appliances need to connect to a VNET with at least 2 separate subnets. It is possible
to create a new VNET when deploying vNIOS for Azure appliances, however creating VNETSs first allows for
greater control and customization. This also allows the ARM templates you will create to work in an Azure
environment with existing VNETSs.

To deploy a VNET in Azure:

1. Login to the Azure Portal at https://portal.azure.com. Click on Create a resource.
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https://portal.azure.com

Microsoft Azure

# portal.azure.com/#home

£ Search resources, senvices, and docs (G#/)

Azure services

T & ¢

Create a Resource
resource groups

Subscriptions

Virtual
machines

[ 1 1] —
] —
r» @ = -
Altesources  AzureActive  App Services Storage More services
Directory accounts.

In the Azure Marketplace, select Networking and click on Virtual network.

Home > New

New

| 2 Search the Marketplace

Azure Marketplace  Seeall

Get started
Recently created

Al + Machine Learning

Featured

See all

Virtual network

Quickstart tutorial

Check Point CloudGuard laaS R80.10
Cluster (preview)

Analytics Learn more
Blockchain

Load Balancer
Compute @ Learn more
Containers

Application Gateway
Databases @ Learn maore
Developer Tools
DevOps Front Door

Learn more
Identity
Integration Firewall

X Learn more
Internet of Things
Media Virtual WAN
g
Mixed Reality - Learn more
IT &M t Tool .
anagement fools Network security group

Networking Quickstart tutorial
Software as a Service (SaaS)

ExpressRoute
Security Learn more

3. Give the network a name.
4. Assign an IP Address space, for example 172.27.0.0/16.
5. Under Resource Group, click Create New. Give the resource group a name and click ok.
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6. Under Subnet, give the subnet a descriptive name and assign an IP Address range that falls inside the
VNET, for example 172.27.1.0/24.
7. Click Create.

Home > MNew > Create virtual network

Create virtual network O x

MName *

| demo-vnet01 y |

Address space * ()
[ 1722700116 /]
172.27.0.0 - 172.27.255.255 (65536 addresses)

D Add IPv6 address space (7)

Subscription *
| Pay-As-You-Go R |

Resource group *
| (New) RGO ~ |
Create new

Location *

[ Us) west Us 2 v |

Subnet
Name *
[ Lant /]

Address range * ()

[ 1722710724 /]
172.27.1.0 - 172.27.1.255 (256 addresses)

DDoS protection (7)

(®) Basic () Standard

Service endpoints ()
(CETED Enabled )
Firewall (0

(CETED tnabled )

Automation options

8. From the dashboard, click on Resource groups

Azure services

O —
4D S} p—

+ (%) — > & = —
Create a Subscriptions Resource Virtual Azure Active Virtual All resources App Services Storage More services
resource groups machines Directory networks accounts

——

9. Select your resource group from the list.
10. Select your VNET from the resource group overview page.
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RGO1

Resource group

(%)

[2 search (Cmd+/)

Overview

Activity log

Access control (IAM)
Tags

Events

Settings

Quickstart

2, Deployments

) Policies

+ Add == Edit columns ﬁﬂ[ Delete resource group O Refresh —> Move \k Export to CSV

Subscription (change) : Pay-As-You-Go Deployments

Subscription ID e e e e B T

Tags (change) : Click here to add tags

A

l Filter by name... I w: Type == all 0) ( Location == all 0) (Jrv Add filter )

Showing 1 to 1 of 1 records. G Show hidden types ©

D Name T

Type Ty

[ 4> demo-vneto1 Virtual network

11. Click on Subnets. Click on + Subnet to create a new subnet.

£ S U Y

%) Assign tags

: 1 Succeeded

Home > RGO1 > demo-vnetO1 - Subnets

¢.> demo-vnet01 - Subnets
Virtual network
‘ « I T

‘,O Search (Cmd+/) Subnet I Gateway subnet O Refresh

“> Overview Ie
‘ A Search subnets

W Activity log

Name 14 Address range

o Access control (IAM)

LAN1 172.27.1.0/24

* Tags

£ Diagnose and solve problems
Settings

“ Address space

& Connected devices

<> Subnets

ﬂ DDoS protection

12. Give the new subnet a descriptive name.
13. Assign an IP Address range that falls inside the VNET and does not conflict with the other subnet.

14. Click OK.

Add subnet

dema-vnetd]

MName *
[ MGMT /]

Address range (CIDR block) * (0

[ 172.27.2.0/24 /]
1722720 -172.27.2.255 (251 + 5 Azure reserved addresses)

|:| Add IPvE address space

MNetwork security group

| None e |
Route table
| None e |

@ Delete

N Export template

No grouping

Location T

West US 2
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The intent of this guide is to deploy vNIOS in Azure using ARM templates to allow for customization not
available from portal deployment. However, the simplest and most reliable way to create ARM templates is to
start in the Azure Portal. The following instructions can be used to deploy vNIOS using the Azure Portal or to
create a base ARM template that can be modified for further customization.

1. In the Azure Portal, click on Create a resource.
2. Inthe Azure Marketplace search box, type Infoblox and press Enter.
3. Select the latest Infoblox vNIOS for Azure offering.

= Microsoft Azure P Search resources, services, and docs (G+/)

Home > New > Marketplace

X Marketplace

My Saved List > Infoblox Pricing : All Operating System : All Publisher : Al

Recently created

Service Providers Showing All Results
Categories

0‘ 0‘

Get Started - 24

Infoblox DDI for Microsoft Infoblox NIOS 8.4.3 for DDI
Al + Machine Learning Azure
Analytics Infobiox Inc.

Infoblox DI for Microsoft Azure
Blockchain and Hybrid Cloud Deplogments

Note: Offerings can change often as new vNIOS versions are released. Versions currently available may vary
from those displayed here.

4. Review the Overview page and click Create.

Home > New > Marketplace > Infoblox NIOS 8.4.3 for DDI

Infoblox NIOS 8.4.3 for DDI

Infoblo Inc.

/\’ InfOblox NIOS 8.4.3 for DDI 0 Save for later

v Infoblox Inc.
<

Overview  Plans

Infoblox DDI provides the industry-leading platform for DNS and IP address management (IPAM) for the Microsoft Azure deployments. It is fully integrated with the Infoblox
Grid and supports mixed physical and virtual appliance deployments in public or hybrid clouds. The Azure support with Infoblox extends enterprise-grade DDI to public and
hybrid clouds providing a single-point of visibility and control whether on premise or in hybrid cloud deployments. - Enterprise-grade DNS and IPAM service that is highly
secure enabling Hybrid Cloud through unified service between traditional networks and Microsoft Azure - Configurable discovery for extended visibility across Azure Virtual
Networks and Virtual Workloads which ensures compliance and reduces security risks - Automated DNS and IP address provisioning that reduces manual overhead and time
to deploy and reclaim virtual instances

Useful Links

Infoblox Azure Installation Video
Infoblox For Cloud

Infoblox NIOS Data Sheet
Infoblox NIOS Installation Guide
Infoblox Support Details

5. On the Basics tab, select a vNIOS model from the dropdown. Both Trinzic (TE) and Cloud Platform
(CP) models are available. This guide will use the TE models.
6. Name the NIOS VM. Enter a password for the admin user.
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Note: The password must be between 6 and 72 characters long, and contain characters from at least 3 of the
following groups: uppercase letters, lowercase letters, numbers, and special characters. Additionally, Azure
does not allow some specific passwords. The list can be found here:
https: .microsoft.com/en- zure/virtual-machines/windows/f:

en-creating-a-vm.

7. Select the desired Subscription from the dropdown if you have more than one.
8. Under Resource group, click Create new. Name the resource group and click OK.

Note: When setting up vNIOS deployment through the Azure Portal, a new or empty resource group is required.
9. Select a Location from the dropdown.

Note: This location must be the same as the location of the VNET which will be used.
10. Click OK to advance to the next tab.

Home > Marketplace > Infoblox NIOS 8.4.3 for DDI > Create Infoblox NIOS 8.4.3 for DDI > Basics

Create Infoblox NIOS 8.4.3 fo... X Basics O x
. NIOS model ()
1 Basics > [ TEvezs M

Configure basic settings

NIOS VM name * (0

| vnios-gm1 v |
2 VM Settings >

Configure VM Settings Password for "admin’ user

‘admin’ password * (7)

3 summan , | = 2
Infoblox NIOS 845 forbb Confirm "admin’ password *
Buy A
4 N b Subscription
| Pay-as-vou-Go v
Resource group * (1)
| (New) vnios-dep01 ~ |
Create new
Location *
[ ws) west us 2 v |

11. On the VM Settings tab, click on Storage account. Click Create new.
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12. Enter a name for the storage account.
Note: Azure requires that the storage account name must be globally unique.

13. Ensure Premium is selected under Performance. Click OK.

Home > Marketplace > Infoblox NIOS 8.4.3 for DDI > Create Infoblox NIOS B.4.3 for DDI > NIOS VM settings > Choose storage account > Create storage account

Create Infoblox NIOS 8.4.3 fo... X NIOS VM settings X Choose storage account X Create storage account O
NIOS version for TE-V825 (3) N
Basics ame *
1 e [B43 v -
Done | vniosstorage01 ‘
‘ l No storage accounts found in the selected subscription and location ‘West US 2
Virtual machine size for TE-V825 * () corewindows.net
Account kind (O
2 VM Settings > Ix Standard .DS'I1 v | Storage (general purpose v1) ~ ‘
) 2 vepus, 14 GiB memary Create new ge (9 purp:
Configure VM Settings Change size + . -
erformance ()
3 Summary 5 *Storage account (2 N bbbl T [ Premium J
Infoblox NIOS 84.3 for DD Configure required settings Replication (2
_ Locally-redundant storage (LRS) v
*Storage account for BootDiagnes... () S
| 4 Buy > Configure required settings

14. Click Storage account for BootDiagnostics. Click Create new.
15. Enter a name for the storage account.

Note: Azure requires that the storage account name must be globally unique.

16. Ensure Standard is selected under Performance. Click OK.
17. Click Virtual network. Select your VNET from the list.

Home > Marketplace > Infoblox MIOS 8.4.3 for DDl > Create Infoblox NIOS 8.4.3 for DDI > NIOS WM settings > Choose virtual network > Create virtual ne
Create Infoblox NIOS 8.4.3 fo... X NIOS VM settings X Choose virtual network X

MIOS version for TE-V825 (T

Basics v ) )
| 843 v | These are the virtual networks in
Done o the selected subscription and
Virtual machine size for TE-VB25 * () bl G
VM Settings N 1x Standard DS11 v2
2 vecpus, 14 GIB memory
Configure VM Settings Change size —I— Create new
Summary ~ *Storage account (2 4> g;gqo-vnet01
Infoblox NIOS 8.4.3 for DD (new) vniosstorage01
*Storage account for BootDiagnos... (0 5
4 Buy ) (new) bootdiagstorage01
*Virtual network
>

demo-vnet01

18. Click Subnets. Under LAN1, select the first subnet from the dropdown. Under MGMT, select the
second subnet from the dropdown.
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Home > Marketplace > Infoblox NIOS 843 for DDI > Create Infoblox NIOS 8.4.3 for DDI > NIOS VM settings > Subnets

Create Infoblox NIOS 8.4.3 fo... X NIOS VM settings X Subnets
. NIOS version for TE-V825 (1) LAN1 interface's subnet *
1 Basics v | 843 “ | | LAN1
Done

Virtual machine size for TE-VB25 * (T) MGMT interface’'s subnet *

VM Settings 1x Standard D511 v2 | MGMT
2 % 2 vepus, 14 GIB memory

Configure VM Settings Change size

3 Summary S *Storage account (1)

Infoblox NIOS 8.4.3 for DD (new) vniosstorage01

*Storage account for BootDiagnos... (O

4 Buy > (new) bootdiagstorage01

*Virtual network

demo-vnet01

Subnets

Configure subnets

*Public IP address (0

MNone

19. Click Public IP address. Click Create new.
20. Enter a name for the public IP and click OK.

Home > Marketplace > Infoblox NIOS 8.4.3 for DDI > Create Infoblox NIOS 8.4.3 for DDI > NIOS VM settings > Choose public IP address > Create public IP address
Create public IP address

Name *

vnios-pubip1

SKU (0
oY . N
(®) Basic (_) Standard

Assignment

@) Dynamic 'CJ Static

21. Enter a Public DNS name for the vNIOS VM.

Note: The public DNS name must be globally unique.

22. Under Licenses, select yes to install temporary licenses.
23. Click OK to advance to the next tab.
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Home > Marketplace > Infoblox NIOS 8.4.3 for DDI > Create Infoblox NIOS 8.4.3 for DDI > NIQS VM ¢
Create Infoblox NIOS 8.4.3 fo... X NIOS VM settings O x

NIOS version for TE-V825 (7)
[8a3 »

1 Basics o
Done

Virtual machine size for TE-V825 * (3

VM Settings 1x Standard D511 v2
2 S > 2 vepus, 14 GiB memary

Configure VM Settings Change size

3 summary > *Storage account (0

Infoblox NIOS 8.4.3 for DD (new) vniosstorage01

*Storage account for BootDiagnos... ()

4 Buy 3 (new) bootdiagstorage01

*Virtual network

demo-vnet01

*Subnets

Review subnet configuration

*Public IP address ()

(new) vnios-pubip1

Public DNS name *

| vnios-demo01

westus2.cloudapp.azure.com

Licenses
Install temporary licenses (7)
e M S—

y;

[ ves no

. _/

Enhanced options
Upload file with custom data if required. (&
Select a file |

24. On the Summary tab, wait for validation to complete.
25. Review the settings for the vNIOS VM.

Note: To create the VM from the Azure Portal, click OK and then click Create on the Buy tab. To continue with
ARM template deployment, instead proceed to the next section.
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1. On the Summary tab, click Download template and parameters.

Home > Marketplace > Infoblox NIOS 8.4.3 for DDI > Create Infoblox NIOS 8.4.3 for DDI > Summary
Create Infoblox NIOS 8.4.3 fo... X Summary

o Walidation passed

1 Basics o
Done
Basics
Subscription Pay-As-You-Go
2 VM Settings y Resource group vnios-dep01
Location (US) West US 2
Done
NIOS model TE-V825
NIOS VM name vnios-gm1
3 Summary N ‘admin' password i
Infoblox NIOS 8.43 for DDI NIOS VM settings
NIOS version for TE-V825 843
Virtual machine size for TE-V... Standard D511 w2
Buy N Storage account vniosstorage01
4 ’ Storage account for BootDia... bootdiagstorage01
Virtual network demo-wnetd1
LANT interface’s subnet LAN1
LANT interface’s subnet addr... 172.27.1.0/24
MGMT interface's subnet MGMT
MGMT interface's subnet ad... 172.27.2.0/24
Public IP address vnios-pubip1
Public DNS name vnios-demo01
Install temporary licenses yes

Upload file with custom data... -

“ IDownIoad template and parameters l

2. On the Template page, click Download.
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Home > Marketplace > Infoblox NIOS 8.4.3 for DDI > Create Infoblox NIOS 84.3 for DDI > Summary > Template

Template
| Add tolibrary 1) Deploy

() A Rsorea Mansger tamplata ' sigle, conriinated peration el configrabl Inp paramaters and deploy whh St o cola Laar e oLt tahplate deploymant

Template  Parameters  Scripts

» # Parameters (34) 1
2 "Sschena": "https://sch t.azure. con/schenas/2015-01-01/depLoynentTemplate. json#",
¥ [EVariables (46) 3 “contentVersion": "1.0.0.0",
~ 1 Resources (10) 4 “parameters": {
# pid-6296147-669c-41b4-adfa- s tartifactsbaselrls ¢
6 “type": "string”,
# SettingUpStorageAccount (Mic... | 7 “netadata™: {
# SettingUpStorageAccountForlo. 8 "description”: "The base URL for dependent assets",
9 "artifactsBaselrl": "
@ Ivariables('nsgName")] (Microso.. 0 .
# SettingUpVirtualNetwork (Micr... 11 “defaultValue": "https://catalogartifact.azureedge.net/publicartifacts/infoblox. b1-a: 49-vnios/Artifacts”
# SettingUpPrimaryNic (Microsof... | 12 g
13 “location": {
# SettingUpSecondaryNic (Micro... 1 Veype's Mstring",
# SettingUpPubliclP (MicrosoftR. 15 "defaultValue": " [ResourceGroup() .Location]",
16 "metadata”: {
# SettingUpvaiabiitySet (Micro... | 17 “description”: “Location of resources.”
# SettingUpVirtualMachine (Micr.. 18 ¥
19 b
20 vilane": {
21 “type": "string”,
2 "defaultValue”s "CSR",
23 “metadata”: {
2 "description”: "Nane for the Virtual Machine."
25 ¥
2% 3
27 wnsize": {
2 “type": "string”,
29 "metadata”: {
30 "description”: "Size of the Virtual Machine."
31 3
2 "allovedValues": [
3 "Standard_DS2",
3 "Standard_DS2_v2",
35 "Standard_DS3",
36 "Standard_DS3_v2",

3. Extract the contents of template.zip. To extract using the command line unzip program, enter the
following command, inserting the path to the directory you want to use:

unzip template.zip -d path/to/directory

After downloading and extracting the base ARM templates, they can be customized in many ways to allow for
varying deployment scenarios. In this guide, we will create and customize two parameter files to deploy two
vNIOS appliances in an Azure Availability Set.

ARM Templates can be opened in any standard text editor as well as many Integrated Development
Environments (IDE). Microsoft Visual Studio Code has extensions created specifically for working with ARM
templates and will be used for this guide. VS Code is a free tool and can be installed from this site:

https: .visualstudio.com/.

Add Extension to VS Code

The Azure Resource Manager Tools extension for VS Code provides syntax, validation, and other tools for
working with ARM templates.

To install the extension, open VS Code.

On the Activity Bar, click the Extensions Icon.

Type ARM in the Extensions search box.

Select Azure Resource Manager (ARM) Tools from the list.
Click Install.

ok w0d -~
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EXTENSIONS: MARKETPLACE = Welcome X

ARM

ARM 070 DETK * 5
ARM support for Visual Studio Code
dan-c-underwood Install

Azure Resource Manager (ARM) Tools 053 D26BK X 45

Language server, editing tools and snippets for Azure Resource Manager (i V|Sua| Stud|o Code

Microsoft

ARM Params Generator 0.81 57K * 5 Editing evolved

ARM Tools to extract parameter or variables

Wilfried Woivre Install

ARM Template Viewer 033 D8K *5 Start Customize
Graphically display ARM templates in an interactive map view

Ben Coleman Install Tools and languages
ARM Template Visualizer 0,09 DaK k5 Install support for

A graphical visualizer for resources in ARM templates.

ytechie Install

Settings and keybindings

' armtoolchain 125 Install the settings and keyboard short

Unofficial arm toolchain IDE Recent
myisentin

ARM Template Structure

There are two basic files used with ARM templates, template files and parameter files. Both files are written in
Javascript Object Notation (JSON).

Template files can contain a number of required and optional elements:

e Schema - Required - This describes the location of the JSON schema file which describes the version
of the template language.

e Content Version - Required - This describes the version of the template. This can be any value the
template author designates.

e Parameters - Optional - This section contains references to values that will be provided during
deployment. This section often contains default values and lists of acceptable values for certain
parameters.

"niosModel": {
“type": "string",
"defaultValue": "cp-v1405",
"metadata": {
"description": "niosModel."
}’
"allowedValues": [
"IB-v825",
"IB-v1425",
"IB-Vv2225",
"cp-v805",
"cp-v1405",
"cp-v2205"

}l
"niosVersion": {
“type": "string",
"defaultValue": "latest",
"metadata": {
"description": "niosVersion"

}’
"allowedValues": [
"latest",

"843.383835.0"

This screenshot shows a sample of the parameters listed in the template referenced throughout this guide. The
niosModel and niosVersion parameters each have default values and a list of accepted values.




Note: These allowable values can vary and change with different NIOS releases. Refer to the latest offering in
the Azure Marketplace for current values.

e \Variables - Optional - This section contains values constructed for use in other elements of the
template.

e Functions - Optional - This section is used to define complex expressions for use in other elements of
the template.

e Resources - Optional - This section defines the resources that will be created or updated.

e Outputs - Optional - This section specifies values that will be returned when deployment is complete.

template.json

= template.json *

augh » Documents > ARM-Guide > = template.json

"$schema": re. 15-0 ymentTempla

"contentVersion"

“parameters": {

Y,

"variables": {
h
“resources": [
1

]

This screenshot shows the template referenced throughout this guide, with sections collapsed. This template
uses the Schema, Content Version, Parameters, Variables, and Resources elements.

The second file type, the parameter file, contains three elements, Schema, Content Version, and Parameters.
This file is used to pass parameter values into the template during deployment. The bulk of this file consists of
parameter names and values which correspond to the parameters listed in the template file.

{} parameters.json X

» ARM-Guide > {} parameters

"$schema": "h
"contentVersion"

"parameters": {
“vmName": {
“value": "vnios—gml"

1
"location":
"value":

1
Iy

This screenshot shows the first few lines of a parameter file used in this guide. The first name/value pair is
vmName/vnios-gm1.

Additional general information on Azure Resource Manager template structure and usage can be found on
Microsoft’s site: https://docs.microsoft.com/en-us/azure/azure-resource-manager/templates/template-syntax

Infoblox Parameters

ARM templates allow a great deal of customization used to deploy in specific and unique environments. This
customization is specified through the parameters passed into the template during deployment and used to set
values for resource attributes. Infoblox vNIOS appliances require some specific parameters for their
configuration, such as the NIOS model and NIOS version. The following table provides explanations for each of
these parameters and allowable values where required.



https://docs.microsoft.com/en-us/azure/azure-resource-manager/templates/template-syntax

Parameter Description Allowed values
baseUrl Base URL for dependent assets
location Location of resources.
vmName Name for the Virtual Machine.
vmSize Size of the Virtual Machine. "Standard_DS2","Standard_DS2_v2",
(corresponds to VNIOS model "Standard_DS3",
virtual hardware requirements) "Standard_DS3_v2","Standard_DS11_v2",
"Standard_DS12_v2", "Standard_DS13_v2"
niosModel vNIOS appliance model. "IB-V825","IB-V1425",
"IB-V2225","cp-v805","cp-v1405", "cp-v2205"
niosVersion Version of NIOS software to use. "latest", "843.383835.0"

adminPassword

Password for the command line
and web interfaces.

virtualNetworkName

VNET name

virtualNetworkExistingRGName

Resource Group containing existing
network

virtualNetworkAddressPrefix

Virtual Network Address prefix,
using CIDR block notation

vnetNewOrExisting

Identifies whether to use new or
existing Virtual Network

subnet1Name Subnet 1 Name
subnet1Prefix Subnet 1 Prefix, using CIDR block
notation
subnet1StartAddress Subnet 1 Starting IP Address Must be an unused IP address in the subnet
subnet2Name Subnet 2 Name
subnet2Prefix Subnet 2 Prefix, using CIDR block
notation
subnet2StartAddress Subnet 2 Starting IP Address Must be an unused IP address in the subnet

newStorageAccountName

Unique Name for Storage Account
where the Virtual Machine's disks
will be placed.

storageAccountType

The type of storage account
created.

“Premium_LRS”




storageAccountNewOrExisting

Identifies whether to use new or
existing Storage Account

"new", "existing"

storageAccountExistingRG

Resource Group containing existing
storage account

newStorageAccountForLogsName

Unique Name for Storage Account
where the Virtual Machine's boot
diagnostics will be placed.

storageAccountForLogsType

The type of storage account
created for boot diagnostics.

“Standard_LRS”

storageAccountForLogsNewOrExisting

Identifies whether to use new or
existing Storage Account for boot
diagnostics

"new", "existing"

storageAccountForLogsExistingRG

Resource Group containing existing
storage account for boot
diagnostics

publiclPAddressName

Name of the Public IP Address

publiclPDnsName

Unique DNS Prefix for the Public IP
used to access the Virtual Machine.

publiclPNewOrExistingOrNone

Indicates whether the Public IP is
new or existing

"new","existing", "none"

publiclPExistingRGName

Resource Group containing existing
public IP

availabilitySetNewOrExistingOrNone

Indicates whether the availability
Set is new, none or existing

"new", "existing", "none"

availabilitySetName

Availability set name

tempLicenseOption

Temporary license options.

"none""TE" "CP" "TE-SoT","CP-SoT"

Note: Allowed values and even which parameters are available may change with different NIOS releases.
Generate new templates from the Azure Portal to find the latest parameters and values.

In order to deploy the vNIOS appliances in an availability set, you need to change some of the default values in

the parameter file.

1. Open the parameters.json file in your text editor.
2. Locate the adminPassword parameter. Change the value from null to a password.




}l
“niosVersion™: {
"value": "B43.

1f
"adminPasswor
"value":

wyalua: "de

Note: The password must be between 6 and 72 characters long, and contain characters from at least 3 of the
following groups: uppercase letters, lowercase letters, numbers, and special characters. Additionally, Azure
does not allow some specific passwords. The list can be found here:
https.//docs.microsoft.com/en-us/azure/virtual-machines/windows/fag#what-are-the-password-requirements-wh

en-creating-a-vm.

3. Locate the availabilitySetNewOrExistingOrNone parameter. Change the value for this parameter
from none to new.

4. Add a new parameter, availabilitySetName underneath availabilitySetNewOrExistingOrNone. Give
the new parameter a value to name the availability set. Example:

"availabilitySetName™: {
"value": "NIOS-AVset"

b

I,
"availabilitySetNewOrExistingOrNone™: {
"value": "new"
}l’
"availabilitySetName
"wvalue': "NIDS
}r
“TempLicenseuptl
"value": "TE

1

I ¥

"customData": {
myalue": "

5. Save the parameters.json file.

To deploy a second vNIOS appliance in the availability set, we will create a second parameter file and modify
values from the original.

1. Create a copy of the parameters.json file with a new name, for example parameters2.json. Open this
new file in your text editor.
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2.

Locate the vmName parameter. Change the value to a new name for this second vNIOS appliance.

"parameters": {
“vmName”: {

"value": “wnios-gm2"

1
Iy

"location": 1

“value": "westus2"

Locate the parameter subnet1StartAddress. Change the value to an available IP address in this
subnet, different from the fist vNIOS IP. For example, if the original value is 172.27.1.4, change the IP
to 172.27.1.5.

Locate the parameter subnet2StartAddress. Change the value to an available IP address in this
subnet, different from the fist vNIOS IP. For example, if the original value is 172.27.2.4, change the IP
to 172.27.2.5.

"subnetlMame": {
"value": "LAN1"

};

"subnetlStartAddress": {
"valua": "172.27.1.5"

e

"subnetPrerix™: {

"walue': "172

1
Iy
"subnet2Name": {

“value": "MGMT"

1,

i -

“walue™: "172.27

Locate the storageAccountNewOrExisting parameter. Change the value from new to existing.
Locate the storageAccountForLogsNewOrExisting parameter. Change the value from new to
existing.




"newStorageAccountMame": {
“wvalue": "wn

}r

"storageAccountType": {
“value": "Premium_L

"storageAccountNewOrExisting": {
“value": ting"

}r

“storageAccountExistingRG": {
"value": "vnios-dep®l"

1
I

"newStorageAccountForLogsName": {
"value": "b 1

b

"storageAccountForLogsType": {
"value": ]

1r‘-

"storageAccountForLogsNewDrExisting": {
"value": '

1y

“storageAccountForLogsExistingRG™:
"wvalue": "wn ep@1"

7. Locate the publiclPAddressName parameter. Change the value to a new name for this second vNIOS
appliance public IP.

8. Locate the publiclPDnsName parameter. Change the value to a new name for this second vNIOS
appliance public DNS name.

9. Locate the availabilitySetNewOrExistingOrNone parameter. Change the value to existing.

"publicIPAddressName": {

"publicIPNewOrExistingOrNone": {
"value": "

|

"publicIPExistingRGNa

wyalua”: “yni
.‘;

"availabilitySetNewOrExistingOrNone": {
nyaluets " ;

"availabilitySetName": {
"value": "NI t"

10. Save the parameters2.json file.




There are multiple methods of deploying ARM templates, using the Azure Portal, command line, or 3rd party
tools. This guide uses the Azure Command Line Interface (CLI) to deploy the templates.

Azure CLI is available for Windows, macOS, and most Linux distributions. To install the CLI on your computer,

visit https://docs.microsoft.com/en-us/cli/azure/install-azure-cli?view=azure-cli-latest and select the instructions
for your operating system.

e To use the Azure CLI after installation, open a command line or terminal program. Azure CLI
commands are organized into groups that represent various services available in Azure. To see a list
of the available groups, use the command:

az --help

e The --help argument is globally available in the CLI and can be used to dig deeper into subgroups,
commands, and arguments available. For example, to find the subgroups and commands available for
the “group” group, use the command:

az group --help

e For more information on the Azure CLI, visit:
h : .micr .com/en- li/azure/?view

To deploy your availability set using the ARM templates you created:

1. Open a command prompt or terminal application.
2. Change directories to the location of the ARM templates created earlier.
3. Login to Azure using the following command:

az login

4. Alogin window will open in your default browser. Follow the prompts to sign in with your Azure
credentials.

Microsoft Azure

B Microsoft

Pick an account

——
o

| Use another account

Back
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After logging in, return to the command line or terminal application.
6. To find your available subscriptions, run the following command:

az account list
7. Set the subscription you want to deploy to by substituting your subscription ID into:
az account set --subscription <your-subscription-ID>
8. Verify the correct subscription is set using:
az account show
9. Next, create a resource group to deploy the vNIOS appliances into:
az group create --location <location> --name <resource-group-name>

The location and name should match those specified in the parameters.json file created earlier. Example:

"location": {
"value'": "westus2"

}

"storageAccountExistingRG": {

"value": "vnios-dep@l"
}

swmess | aZ group create ——location westus2 -—name vnios-dep@l

The Azure CLI provides tools to validate ARM templates prior to deployment. This tool only validates the
syntactical correctness of templates and does not guarantee a successful deployment.

To validate your template, run the following command, substituting in the name of your resource group:

az group deployment validate --resource-group <resource-group-name> --template-file template.json
--parameters @parameters.json

. B smsswmwgn$ az group deployment validate --resource-group vnios-dep@l --template-file ./template.json --parameters @parameters.json

"error": null,

1u . souwscraptions/IETe il = e . == /TesourceGroups/vnios-dep@l/providers/Microsoft.Resources/deployments/deployment_dry_run",

“name": " loyment_dry_run",
"properties": {

There may be a large amount of output from this command. Look at the first line of output for “error”: null.
This indicates that the file was successfully validated. If you don'’t see this, look through the error messages to
troubleshoot your template files.
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You can repeat this process for the second parameters file using:

az group deployment validate --resource-group <resource-group-name> --template-file template.json
--parameters @parameters2.json

To deploy the Availability Set along with the first vNIOS for Azure VM, run the following command, inserting the
name of your resource group:

az group deployment create --resource-group <resource-group-name> --template-file template.json
--parameters @parameters.json

The deployment may take 10 to 20 minutes to complete.

To monitor the progress of your deployment:

Open the Azure Portal in your browser.

Click on Resource groups.

Select the resource group you created from the list.

In the Resource group blade, under Settings, click on Deployments.

PON=

/> vnios-dep01 - Deployments
L3 Res E:mupp ploy

O Search (Cmd+/) < ) Refresh
¥ Overview Filter by deployment name or resources in the deployment
@ Activity log —
) Deployment name Status Last modified Duration Related events
5. Access control [IAM}
Q SettingUpVirtualMachine [-] 1/27/2020, 9:55:01 AM 5 minutes Related events
@ Tags
- SettingUpPrimaryNic Related events
Events
SettingUpSecondaryNic Related events
Settings
SettingUpStarageAccountForLogs Related events
& Quickstart

™ Deployments
Policies

= Properties

) Locks

E3 Export template
‘Cost Management

@ Costanalysis

3 Costalerts

5.  Watch for the status of all resources to show Succeeded.

SettingUpAvailabilitySet
SettingUpVirtualNetwork
SettingUpPubliclP

SettingUpStorageAccount

pid-6296147F-669¢-41b4-adfa-c20bdaf32742

template

00 0000O0O0C0

Related events

Related events

Related events

Related events

Related events

16 minutes 15 seconds Related events

If any of the resources show a status of Failed, Click on Error details to explore the cause.
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Errors

Summary  Raw Error

O Refresh ® Cancel |1| Redeploy ] Delete i View template
ERROR DETAILS

‘ Filter by deployment name or resources in the deployment...

D Deployment name Status Last moc The storage account named vniosstorage01 is already taken. (Code:
StorageAccountAlreadyTaken)
D SettingUpSecondaryNic O railed (Error details) 1/29/202 WAS THIS HELPFUL? €1 Q
D SettingUpStorageAccount @ Failed (Error details) 1/29/202
(] settingUpStorageAccountForLo.. @ Failed (Error details) 1/29/202 Troubleshooting Options
) Common Azure deployment errors &
SettingUpAvailabilitySet Succeeded 1/29/202
D ettingtpAvatabliy>e ° Check Usage + Quota 2
D SettingUpVirtualNetwork @ Succeeded 1/29/202 New Support Request 2
D SettingUpPubliclP O railed (Error details) 1/29/202
(] pid-6296147f-669c-41b4-adfa-c.. @ Succeeded 1/29/202
D template o Failed (Error details) 1/29/202

If the deployment fails, it is best to delete the entire resource group, make needed corrections to your template
files, and start the deployment again by recreating the resource group.

To deploy the second vNIOS for Azure VM into the availability set, ensure the first deployment has successfully
completed.

Return to your command prompt or terminal application.
Run the following command, inserting the name of your resource group:

az group deployment create --resource-group <resource-group-name> --template-file template.json
--parameters @parameters2.json

The deployment may take 10 to 20 minutes to complete. This deployment can be monitored using the same
method as the first.

The vNIOS for Azure appliances can be added as members to an existing on-premise or multi-cloud grid, or
configured as a new grid running entirely in Azure. To add your vNIOS appliances to an existing grid or for
other use cases not covered by this guide, refer to the NIOS Administrator guide or other documents available

on the Infoblox Support site (https://support.infoblox.com/).

Before configuring your vNIOS for Azure appliances, you need to find the public and private IP addresses for
these VMs. The public IP addresses will be used to connect to the VMs. The private IP addresses will be used
in the configuration process.

1. In the Azure Portal, click on Virtual machines.
2. Find your first vNIOS VM and click on its name.
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3. On the Overview page of the VM blade, locate the Public and Private IP addresses and make a note of

Il vnios-gm
Virtual machine
D Search (Cmd+/) « & comnect [> stat € Restat []stop —> Move [ Delete () Refresh
B overview @ nics-gm?'is not using Managed Disks. Migrate to Managed Disks to get more benefits. —>
Activity log Resource group (change) : vnios-depd1 Azure Spot : N/A
5 Status  Running Public IP address $ 52.175.249.239
fa. Access control (IAM)
. Location  West US 2 Private IP address 1722104
Tags
Subscription (change) 1 Pay-As-You-Go Public IP address (IPv6) : -
& Diagnose and solve problems Subseription ID : Private P address (IPV6) : -
Settings Computer name ! (not available) Virtual network/subnet : demo-vnet01/LAN1
. ) Operating system : Linux DNS name  hios-dema01.westus2.cloudapp.azure.com
. Networking
Size : Standard DS11v2 (2 vepus, 14 GiB memory) Scale Set : N/A
£ Disks
Tags (change) Click here to add tags
B size

4. On the Virtual machines blade, click on the name of your second vNIOS VM.
5. Note the Public and Private IP addresses for this VM.

To connect to your vNIOS VM:

1. Open a web browser.
2. Navigate to the the public IP address of your VM, prefixing the address with https://

< C A Not Secure | 52.156.128.117/ui/

Infoblox <z

NEXT LEVEL NETWORKING

Grid Manager

Disconnect NOW if you have not been expressly authorized to use this system.

Note: NIOS uses a self-signed cetrtificate. Warnings about the connection being insecure are to be expected
and might require that you add an exception before being able to connect.

3. Login with the username admin and the password you created during deployment.
4. Read and accept the Infoblox End-User License Agreement.

Configure vNIOS VM as a Grid Master

1. When you login to the Grid Manager for the first time, the Grid Setup Wizard will open.
2. Select Configure a Grid Master and click Next.
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Grid Setup Wizard B8
Step1 Step2 Step3 Stepd Step5 Step6 Step? ﬂ
|| &«
Welcome to the Infoblox MIOS Grid Setup Wizard. This wizard guides you through the initial configuration of NIOS.
Are you configuring a grid master or joining this member to an existing grid?
o Caonfigure a Grid Master
™y Join Existing Grid
Cancel | Previous | Next | Finish |
3. On Step 2, enter a name for your grid, a Shared Secret used to join new members to the grid, and a
Host Name for you grid master. Or, leave the default values and click Next.
Grid Setup Wizard a
Step1 Step2 Step3 Stepd Step5 Stepé Step7 a
- - «
Grid Properties
*Grid Name |Infﬂb|m( |
*Shared Secrot [——— |
*Confirm Shared Secret |
*Host Name linfoblox localdomain |
Type of Network IPv4 ¥
Connectivity

s the grid masteran HA () Yes
palr? o Mo

Cancel Frevious Mext | Finigh |
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4. On Step 3, verify the IP address information for your grid master. This should be the internal IP

address of vVNIOS appliance. Do not make any changes to this page unless necessary. Click Next to
continue to Step 4.

Grid Setup Wizard B
Step1 Step2 Step3 Stepd Steps Stepé Step? g
] ] - «

IP Address Seitings for this Member

Ports and Addresses
INTERFACE ADDRESS SUBNET MASK (IPV4) OR PREFIX LENGTH (I... GATEWAY VLANTAG PORT SETT...
LANT (IPv4) 172.27.1.6 255.255.255.0 172.27.1.1 Automatic
Cancel Pravious Mext | Finish |

5. On Step 4, you can optionally change the administrator password. Click Next to continue.

Grid Setup Wizard [ % |
Step1 Step2 Step3 Stepd Steps Stepé Step? e
| | - | «
Would you like to set the admin password?

Yes
° No

Password

Retype Password

Password must contain at least 4 characters.

Cancel Pravious Mext | Finish |

6. On Step 5, select your Time Zone from the dropdown.
7. Enter the current time and click Next.
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Grid Setup Wizard

Step1 Step2 Stepa Stepd Steps Step6
- - - - - [ ]
Time Zone (UTC - 8:00) Pacific nnH

Would you like to enable NTP?
@] Yes
(. ] Mo

Date 2020-01-27 | g

Time 10:10:00 AM D

v | [ en

8. Leave the default values for Step 6 and click Next.

9. On Step 7, click Finish.
10. Click Yes in the warning window to restart your vNIOS appliance.

Warning (%]

Some of the changes require a product restart. Your session will be terminated, and
you must log in again. Are you sure you want to proceed?

[ ]

Add Second vNIOS VM as a Grid Member
1. After the vNIOS appliance reboots, log back in to Grid Manager.
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2. From the Grid tab, navigate to Grid Manager — Members.

Infoblox :;:- Dashboards Data Management Cloud Smart Folders Grid Adminisiration

Grid Manager Upgrade Licenses HSM Group Amazon

Finder
€ Infoblox ® # R
Smart Folders +
DNS TFTP HTTP (File Dist) FTP NTP bloxTools Subscriber Collection
A Bookmarks +
Members Services
B Recycle Bin +
Quick Filmrv | B Fiter on Show Filter Replication Status View
@ URL Links +
| Group Results Group By +
T I=EI=B8 L- 18
D = NAME HA STATUS IPV4 ADDRESS IPVE ADDRES
0 = & infobloxlocaldo No _ 172.27.1.4

Click the + to add a new grid member.
In the Add Grid Member wizard, select Virtual NIOS from the Member Type dropdown.

pw

5. Enter a Host Name for the new member (this must be a fully qualified domain name but does not have

to be resolvable, example: vnios-gm2.localdomain).
6. Optional: Select the checkbox next to Master Candidate and click Next.

Add Grid Member = Step 1 of 3

Member Type Virtual NIDS H
*Host Name vnios-gmz.localdomain Must be a fully qualified domain name
Time Zone
Overrida
Inherited from Grid Infoblox
Comment
Master Candidate
Cancel Pravious Mext Save & Close -

7. On Step 2, enter the private IP address of your second vNIOS appliance.
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8. Enter the Subnet Mask and Gateway Address (the gateway will be your subnet prefix followed by .1 as

a default in Azure, example: 172.27.1.1).

Add Grid Member > Step 2 of 3

Type of Network IPwd H
Connectivity

TYPE OF MEMBER

° Standalone Member

High Awvailability Pair

REQUIRED PORTS AND ADDRESSES

INTERFACE ADDRESS SUBNET MASK (IPV4) OR PREFIX LENGTH (I... = GATEWAY VLAN TAG = PORT SETTINGS

LAMN1 (IPv4) 1722715 255.265.255.0 172.27.11 Automatic

Cancal Pravious Maxt Save & Close -

9. Click Save & Close.

Join Second vNIOS VM to the Grid

Azure provides a virtual serial console for VMs, which can be used to connect to the command line interface of
your vNIOS appliance. You could also connect via SSH using the public IP of your appliance.

1. In the Azure Portal, navigate to your second vNIOS VM.

2. Onthe VM blade, scroll down and select Serial console under Support + troubleshooting.
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Home > Resource groups > vnios-dep01 > wnios-gma2 - Serial console > Serial console

" vnios-gm2 - Serial console

Virtual machine

?  Foeedback[}

£ Search (Cmd <
Starting ptop
Bl Update management Detection of current L3 mapping of Azure interfaces
Detection of mapping interfaces finished. Interfaces detected:
5% Inventory eth0,00:0d:3a:e3:10:b2,172.27.1.5,172.27.1.0/24,172.27.1.1,true,a8:3£:81:10
ethl,00:0d:3a:e3:10:9¢,172.27.2.5,172.27.2.0/24, ,false,aB:3£:81:10
Change tracking Start mapping detected Azure interfaces
Mapping of interfaces finished. Interfaces mapped:
Configuration management (... LAN1,172.27.1.5,172.27.1.0/24,00:0d:3a:c3:10:b2
Policies MGMT,172.27.2.5,172.27.2.0/24,00:0d:3a:c3:10:9¢

Starting Hyper-V support
Run command ox

" Hit "Esc" and "Enter' now for Emergency prompt, or wait 10 seconds before continuing to boot.
onitoring

@ Insights (preview)

Emergency prompt not entered, continuing to bootDHCP client IP 172.27.1.5, netmask 255.255.255.0, gateway 172.27.1.1 on ethl

Alerts
44 Metrics [2020/01/27 18:00:09.186] Infoblox system i alizing...
Diagnostic settings [2020/01/27 18:00:18.759] Starting services...
cloud-init: processing default_admin_password
% Advisor recommendations it: processing temp_license
Cloud-init 0.7.5 received SIGTERM, exiting...
i Logs Filename: /usr/libé64/python2.é/subprocess.py
Function: _communicate
& Connection monitor Line number: 1152
Filename: /usr/lib64/python2.6/subprocess.py
Support + troubleshaoting Function: communicate
Line number: 663
@ Resource health Filename: /usr/lib/python2.6/site-packages/cloudinit/config/infobloxlib/common.py

& Boot diagnostics

[2020/01/27 18:00:25.270] System restart...

‘@ Performance diagnostics (Pr...
[2020/01/27 1 53.149] Infoblox system initializing...

Reset password [2020/01/27 1 54.184] LAN port IPv4 172.27.1.5, netmask 255.255.255.0, gateway 172.27.1.1

» Redeploy [2020/01/27 18:01:10.964] Starting services...

. cloud-init: processing temp_license
B Serial console

[« ]
Connection troubleshoot disconnect NOW if you have not been PEElY authorized to use this system.
New support request login: [] h:

3. Login to the console with username admin and the password you created during deployment.
4. To join the appliance to the grid, use the command:

set membership

When prompted, enter the private IP address of your Grid Master, press Enter.
Enter the Grid Name (default is Infoblox), press Enter.

Enter the Grid Shared Secret (default is test), press Enter.

Enter y to confirm and press Enter.

© N o

Disconnect NOW if you have not been expressly authorized to use this system.
login: admin
Local password:

Infoblox NIOS Release 8.4.3-383835 (64bit)
Copyright (c) 1999-2019% Infoblox Inc. All Rights Reserved.

type 'help' for more information

Infoblox > set membership
Join status: No previous attempt to join a grid.
Enter New Grid Master VIP: 172.27.1.4
Enter Grid Name [Default Infoblox]: Infoblox
Enter Grid Shared Secret: test
Join grid as member with attributes:
Grid Master VIP: 172.27.1.4
Grid Name: Infoblox
Grid Shared Secret: test

WARNING: Joining a grid will replace all the data on this node!
Is this correct? (y or n): y[]




In order to use your new vNIOS appliances for DNS and discovery of resources in Azure, you will need to

enable some basic services, Network Time Protocol (NTP), and Domain Name System (DNS).

Start the NTP Service

1. Log back in to Grid Manager

2. From the Grid tab, navigate to Grid Manager — Members.

3. Verify that your second vNIOS member shows a Status of Running.
4. Click on NTP in the Services bar.

Infoblox :§:- Dashboards Data Management Cloud Smart Folders Grid

Grid Manager Upgrade Licenses HSM Group Amazon

=
5 Infoblox = & R

DNE TFTP HTTP (File Dist) FTP NTP bloxTools Subscriber Collection

Administration

Members Services
NTP ra
Quick Filter | None i | m Filter On Show Filter
~| Group Results Group By +
l:‘ NAME SERVICE STATUS IPV4 ADDRESS COMMENT SITE

& infoblox localde e I 172.27.14
&b vnios-gm2 loca [T I 1722715

5. Select the checkboxes next to both grid members.

6. Click the > to start the NTP service.
7. Click Yes in the warning window.
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Start and Configure the DNS Service
1. Click on DNS in the Services bar.

|nf0b|0x :E: Dashboards Data Management Cloud Smart Folders Grid Administration

Grid Manager Upgrade Licenses HSM Group Amazon

=
» Infoblox = s R

DNS TFTP HTTP (File Dist) FTP NTP bloxTools Subscriber Collection

Members Services
DNS ra
Quick Filter | Mone s | m Filter On Show Filter  Toggle Restart Groups View
Group Results Group By +
D NAME SERVICE STATUS IPVd4 ADDRESS GEDIP DATABASE VERSION EA DATABASE VERSION COMMENT

& infobloxlocalde [T 172.27.1.4
b wnios-gm2.loca [l 172.27.1.5

2. Select the checkboxes next to both grid members.

Click the b to start the DNS service.
Click Yes in the warning window.
5. From the Toolbar, click Edit, then Grid DNS Properties from the dropdown.

Toolbar » 2] I

»w

«
= pdd .
C' Restart Services
. [ Edit -

Grid DNS Properties

Grid Properties

= Download -

E= Manage Dynamic
Update Groups
.‘!'_ Export -
E Prinit
X CSV Import

£ o ek Mananar
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Select the Queries tab.
Select the checkbox for Allow recursion.
Select Set of ACEs.

Open the add ACE dropdown by clicking the + -
0 Select Any Address/Network from the dropdown.

> eoxNo

Infoblox (Grid DNS Properties)

D Toggle Advanced Mode Basic e
&«
General Allow recursion
Forwarders
Allow recursive queries from
Updates
Queries ~ None
Zone Transfers = Named ACL Select Named ACL | | Claar |
o Set of ACEs
+-1ZzF1=2]
[ rermission | TYPE VALUE IPv4 Address
No data IPv4 Network
IPvE Address
IPvE Network
TSIG Key
Any Address/Network
Cancel Save & Close -
11. Click Save & Close.
12. Click Yes in the warning window.
13. Click Restart in the warning bar when prompted.
A Not Secure % e /ui/fT_myZGewJxppZ JxbawVEg/fT_20/fT_20#1084960581 ) 6

Infoblox & Dashbosrds  DataManagement  Cloud  SmartFolders  Grid  Adminisiration

Loonses  HSMGroup  Amazon

Finder & Infoblox m 2 Toolbar » e
&3 Smart Folders " + Add
ONS | TFTP  HTTP(FleDis) FTP  NTP  bloToos Subscrbor Colocon

M Bockmaris C' Restar Sorvices
Mombers  Sorvices

o .  ean

14. Click Restart in the Restart Grid Services window.
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Restart Grid Services

]

Restart Grid Services [-] If needed &«

Force service restart
A forced restart may be delayed if there are pending restarts for the same service.
Restart Method ° Restart all Rastart Groups

Simultaneously for all members

Sequentially for all members

Affected Members and Services View Pending Changes

ck the Poll Members icon above this table ...

Cancel

Create a DNS Name Server Group

You can create name server groups using Infoblox NIOS, which streamlines management of DNS zones and
records.

1. From the Data Management tab, navigate to DNS — Name Server Groups.

2. Open the add Name Server Group dropdown by clicking the + - .
3. Select Authoritative from the dropdown.

Infoblox :5:- Dashboards Data Managemant Cloud Smart Folders Grid Administration
1PN VLANS Super Host Fila Distribution
Finder &« Zones Members Mame Server Groups Shared Record Groups Respense Policy Zones
Smart Folders -+
M Bookmarks *  QuickFilter | None $ | EZJ Fiteron Show Filter
ﬁ Recycle Bin =+
-l D18
i YRL Links + Authoritative COMMENT SITE
Delegation

Forwarding Member
Forward/Stub Server

Stub Member

Infoblox Deployment Guide - Deploy vNIOS in Azure Using ARM Templates (February 2020)

36



4. In the Add Name Server Group wizard, name the group.

5.  Open the add name server dropdown by clicking the + - .
6. Select Grid Primary from the dropdown.

Add Name Server Group = Step 1 of 2

*Name NS-group1

Name Servers

I:‘ NAME . IPV4 ADDRESS IPVE ADDRESS TYPE STEALTH TSIG

No data

Default NS Group

Comment

Cancel | Previous Mext

7. Click Select and click on your Grid Master in the list.
8. Click Add.

Add Name Server Group > Step 1 of 2

*Name NS-group1

Name Servers

Add Grid Primary

Salect Clear | infoblox.localdomain
] Stealth
D MNAME . IPV4 ADDRESS IPVE ADDRESS TYPE STEALTH TG
MNo data
Cancel | Previous Mext

9. Repeat the above steps to add your second grid member to the group.

[ % |
2]
«
- &
Grid Primary
Grid Secondary
External Primary
External Secondary
Save & Close ~
&

Add

Cancel

Save & Close ~
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10. Click Save & Close.
11. Click Yes in the warning window.

Create a DNS Zone

To enable automatic creation of DNS records when using vDiscovery for Azure, the Infoblox grid must be
authoritative for at least one DNS Zone. To create a DNS zone in Grid Manager:

1. From the Data Management tab, navigate to DNS — Zones.

2. Open the add zone dropdown by clicking the + - .
3. Select Authoritative Zone from the dropdown.

Infoblox £ Dashboards  Data Management  Cloud

IPAM VLANs Super Host

Finder « Zones Mambars Mame Server Groups
Smart Folders +
default & R
A Bookmarks +  GuickFilter | None 3 | Y Fite
B Recycle Bin +
- =
[ UAL Links + 5 Authoritative Zone |1 oup usace
Forward Zone
| 3
Stub Zone
@ 1

4. In the Add Authoritative Zone Wizard, select Add an authoritative forward-mapping zone

Add Authoritative Zone Wizard > Step 1 of 6
° Add an authoritative forward-mapping zone 2
Add an authoritative IPv4 reverse-mapping zone
Add an authoritative IPvé reverse-mapping zone
Cancel Previous Next Schedule for Later Save & Close -
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5. Click Next.
6. Name your zone and click Next.

Add Authoritative Zone Wizard > Step 2 of 6

*Name testzone.com

Comment

Disable O

Disabling large amounts of data may take a longar tima to axacute.

Lock ]

Cancel Previous Mext

7. On Step 3, select Use this Name Server Group.
8. Select your Name Server Group from the dropdown.

Add Authoritative Zone Wizard > Step 3 of 6

None
o Use this Name Server Group MS-groupl

>

Use this set of name servers

NAME IPW4 ADDRESS IPVE ADDRESS TYPE STEALTH
No data

~a

[ ]
Cancel Previous Mext

Schedule for Later

Schedule for Latar

AD

Save & Close -

Save & Close ~

A

Infoblox Deployment Guide - Deploy vNIOS in Azure Using ARM Templates (February 2020)



9. Click Save & Close.

10. Click Yes in the warning window.

11. Click Restart in the warning bar when prompted.
12. Click Restart in the Restart Grid Services window.

Once your vVNIOS for Azure appliance has been deployed, you can update Azure VNET settings to allow VMs
to use the Infoblox device for DNS resolution.

1. In the Azure Portal, click on Virtual network
Azure services

+ &> (ovc) a (%) > ies &

Create a Virtual DNS zones Virtual Resource Subscriptions Azure Active All resources App Services
resource networks machines groups Directory

2. Select your VNET from the list.
3. Inthe VNET blade, click on DNS servers under settings.

—

More services

o e e

Home > demo-vnet01 - DNS servers

E demo-vnet01 - DNS servers

Virtual network

£ Search (Cmd+/) | « save > Discard

4> Qverview

E Activity log AL Virtual machines within this virtual network must be restarted to utilize the updated DNS server settings.
S0 Access control (IAM)
DNS servers ()
¢ Tags (_} Default (Azure-provided)
Py
#* Diagnose and solve problems (@) Custom
Settings 1722714

< Address space 172.27.15

& Connected devices Add DNS server

<> Subnets
DDeS protection
Firewall

Security

H oo @

DNS servers

2,

L2

Peerings

& Service endpoints

Select Custom.

Enter the internal IP address of your vNIOS VM.
Add your second vNIOS VM internal IP if desired.
Click Save.

No oA
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The Infoblox vDiscovery feature is very useful for detecting and obtaining information about Tenants, VNETSs,
Subnets, and Virtual Machines (VM’s) operating in your public cloud environments. This can include Microsoft
Azure, Amazon Web Services (AWS), and Google Cloud Platform (GCP).

Many organizations operate hybrid and multi-cloud environments that may contain many subscriptions and
accounts. These environments tend to be very dynamic, with things such as VMs being created and terminated
on a frequent basis. This makes it difficult to keep track of everything. With Infoblox vDiscovery, tasks can be
configured to run automatically allowing your Infoblox vNIOS appliance to keep track of all cloud environments,
storing this data in IPAM. Using vDiscovery in conjunction with the Cloud Network Automation (CNA) feature,
you will gain enhanced visibility into your cloud environments, all within a ‘single pane of glass’.

In order to use vDiscovery in Azure, you must integrate the discovery application with Azure Active Directory
(AAD) for secure sign in and authorization.

Create an App Registration in Azure Active Directory

1. From the Azure Portal, click the E menu.
2. Select Azure Active Directory.

+ Create a resource
ﬂ‘ Home

Ll Dashboard

= All services

“ FAVORITES

EEE All resources

|'4] Resource groups
& App Services

“> Function App

Bl SQL databases
‘T Azure Cosmos DB
KX virtual machines
{3’ Load balancers
== Storage accounts
“> Virtual networks

I B Azure Active Directory

CB Monitor

9 Advisor
0 Security Center
G, Cost Management + Billing

3 Help + support
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3. Click on App registrations.
4. Click New registration.

Home > Infoblox Inc - App registrations

L Infoblox Inc - App registrations

Azure Active Directary

| 2 Search (Cmd+/) | « = Mew registration @ Endpoints
0 Overview 0 Welcome to the new and improved A
#" Getting started All applications  Owned applicati
# Diagnose and solve problems A Start typing a name or Application
Manage Display name

& users No results.

& Groups

Organizational relationships

Roles and administrators

P

it

Enterprise applications

&

Devices

App registrations
(&} Identity Governance

Application proxy

5. Type a name for your App.

6. Ensure Accounts in this organizational directory only is selected under Supported account
types.

7. Enter a URI under Redirect URI (not currently used for vDiscovery, can be URL of your Grid
Manager).
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Home > Infoblox Inc - App registrations > Register an application

Register an application

* Name

The user-facing display name for this application (this can be changed later).

vdisc-guidedemo e

Supported account types

Who can use this application or access this API?

@ Accounts in this organizational directory only (Infoblox Inc enly - Single tenant)
O Accounts in any organizational directory (Any Azure AD directory - Multitenant)

O Accounts in any organizational directory (Any Azure AD directory - Multitenant) and personal Microsoft accounts (e.g. Skype, Xbox)

Help me choose...

Redirect URI (optional)

We'll return the authentication response to this URI after successfully authenticating the user. Providing this now is optional and it can be
changed later, but a value is required for most authentication scenarios.

Web ~ | | https:// | v

By proceeding, you agree to the Microsoft Platform Policies -]

8. Click Register.
9. On the App’s overview page, hover over Application (client) ID.

10. Click I to copy the value to the clipboard. Save this ID.

Home > Infoblox Inc - App registrations > vdisc-guidedemo

E;.i vdisc-guidedemo

|/.1-) Search (Cmd+/) | . [ Delete &P Endpoints

0 Got a second? We would love your feedback on Microsoft identity plikissss e AD for developer). —

i Overview
Copy to clipboard

2 Quickstart Display name . vdisc-guidedemo

Application (client) ID : ]
Manage . =

Directory (tenant) 1D
= Branding Object ID . - = = . =

5) Authentication
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11. Click on API permissions.
12. Click on Add a permission.

Home > Infoblox Inc - App registrations > vdisc-guidedemo - AP permissions

%) vdisc-guidedemo - APl permissions

A
[ 2 Search (Cmd+/) |« O Refresh
B Overview _—
Configured permissions
 Quickstart Applications are authorized to call APls when they are granted permissions by users/admins a¢
all the permissions the application needs. Learn more about permissions and consent
Manage
Add a permission Grant admin consent for Infoblox Inc
= Branding

=)

Authentication APl / Permissions name Type

Certificates & secrets ~ Microsoft Graph (1)

Token configuration (preview) User Read Delegated
AP| permissions

Expose an API

13. Select the Azure Service Management API.

Request APl permissions

Select an API

Commonly used Microsoft APIs

Microsoft APls  APIs my organization uses My APIs

/v‘\ Microsoft Graph
" Take advantage of the tremendous amount of data in Office 365, Enterprise Mobility + Security, and Windows 10,
\ " Access Azure AD, Excel, Intune, Outlook/Exchange, OneDrive, OneNote, SharePoint, Planner, and more through a
[ S

single endpoint.

=1
= Azure Batch

Schedule large-scale parallel and HPC
applications in the cloud

Azure Data Lake

Access to storage and compute for big
data analytic scenarios

(") Azure Rights Management
“‘ Services
Allow validated users to read and write
protected content

Data Export Service for

Microsoft Dynamics 365
Export data from Microsoft Dynamics
CRM organization to an external
destination

*‘ Azure Data Catalog
Programmatic access to Data Catalog

resources to register, annotate and
search data assets

g Azure DevOps

Integrate with Azure DevOps and Azure
DevOps server

/A Azure Service Management

Programmatic access to much of the
functionality available through the Azure
portal

v'é-v Dynamics 365 Business Central

Programmatic access to data and
functionality in Dynamics 365 Business
Central

14. Select the checkbox for user_impersonation.

w
»/, ‘ Azure Data Explorer

Perform ad-hoc queries on terabytes of
data to build near real-time and complex
analytics solutions

O Azure Key Vault

Manage your key vaults as well as the
keys, secrets, and certificates within your
Key Vaults

—
—.. Azure Storage
Secure, massively scalable object and

data lake storage for unstructured and
semi-structured data

b Dynamics CRM

Access the capabilities of CRM business
software and ERP systems

Description

Sign in and read user profile
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Request APl permissions X

€ All APIs

Azure Service Management
/S https://management.azure.com/ Docs [

What type of permissions does your application require?
Delegated permissions Application permissions

Your application needs to access the AP as the signed-in user. Your application runs as a background service or daemon without a
signed-in user.

Select permissions expand all

Type to search

Permission Admin Consent Required

@ user_impersonation
Access Azure Service Management as organization users (preview) (0

Add permissions

15. Click Add permissions.

Client Secret and Endpoint

1. Click on Certificates & secrets.
2. Click New client secret.

o e e e

Home > Infoblox Inc - App registrations > vdisc-guidedemo - Certificates & secrets

vdisc-guidedemo - Certificates & secrets

| O Search (Cmd+/) | « Credentials enable applications to identify themselves to the authentication service when receiving tokens at a web addressable location (using an HTTPS scheme). For a
higher level of assurance, we recommend using a certificate (instead of a client secret) as a credential.

& Overview
Certificates

& Quickstart
Certificates can be used as secrets to prove the application’s identity when requesting a token. Also can be referred to as public keys.

Manage 7 Upload certificate

&= Branding No certificates have been added for this application.

-:)) Authentication
Certificates & secrets Thumbprint Start Date Expires

1! Token configuration (preview)

2 API permissions Client secrets

@& Expose an AP| A secret string that the application uses to prave its identity when requesting a token. Also can be referred to as application password.
& Roles and administrators (Previ... Deseription Expires Value

Wl Manifest

No client secrets have been created for this application.

3. Type a description and click Add.
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Add a client secret

Description

| vdisc-guidedemo

Expires

@ In 1 year
O In 2 years
O Mever

4. Hover over the key Value and click I to copy the value to the clipboard. Save this Client Secret.

Description Expires Value

vdisc-guidedeme 172772021

=)
=}

5. Navigate back to Azure Active Directory — App registrations.
6. Click on Endpoints.

7. Hover over the OAuth 2.0 token endpoint (v1) and click [0 to copy the value to the clipboard. Save
this Endpoint.

Set Permissions in Azure Subscriptions

For each Azure subscription where vDiscovery will be conducted, the new App needs to be added as a Reader.
Alternatively, Reader permissions can be assigned at the Resource Group level for more granular control of
what is included for vDiscovery.

1. From the Azure Portal, type subscription in the the search box.
2. Click on Subscriptions.

Home > Infoblox Inc - App registrations Endpoints X
222 Infoblox Inc - App registrations
BES Azure Active Directory
OAuth 20 authorization endpoint (v2)
. + New registration @ Endpoints /? Troubleshooting 22 App registrations (Legacy) | < Got feedback? ‘ e AT 0 ‘
psi/login foaul authorize
nnnnn o 4 App registrations more on how i’ -
O overview [} & 9 OAuth 2.0 token endpoint (v2)
# Getting started All applications  Owned applications [ hetps://ogin == © foauth2/v20/token o]
X Diagnose and solve problems ‘/’) Start typing a name or Application ID to filter these results “"“"‘ 20 authorization endpoint (v1) ‘
hutps:/login. 0

Manage Display name

I()Aulh 2.0 token endpoint (v1)
& Users n vdisc-guidedemo M (repsszogin - — B o2tz token ]
2 Groune &
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£ subseription| *

Services Marketplace

Subscriptions 9 Haivision StreamSRT Standard Annual Subscription
_ =, Event Grid Subscriptions ] Subscription Optimization Services
[14] Resource groups 9 Ubuntu Advantage for Infrastructure subscription

! G, Manage subscriptions in the Billing/Account Center Documentation See all

w

Select your subscription from the list.
From the Subscription blade, select Access control (IAM).
5. Click on Add, select Add role assignment from the dropdown.

B

6. Select Reader from the Role dropdown.
7. Type the name of your App in the Select box.

Add role assignment X

Role (O

| Reader e |

Assign accessto (1)

| Azure AD user, group, or service principal ~ |

Select @

| vdisc-guidede ma| |

vdisc-guidedemo

8. Click on your App.
9. Click Save.

To conduct vDiscovery in Azure, you must configure a discovery job, using the Client ID, Client Secret, and
Endpoint identified in Azure.

1. Log back into the Grid Manager.

Home > Subscriptions > "I Access control (IAM)
Subscriptions « X %:{ fmms mowe - Access control (IAM)
Infoblox Inc Subscription
= Add |/’) Search (Crmd+/) | . = Add tditcolumns () Refresh 1] Remove & Got feedback?
Showing subscriptions in Infoblox Inc. Don't . | Add role assignment L
Qh ioti D? @ Overview ts  Deny assignments  Classic administrators ~ Roles
see a subscription . Add role assignment
Switch directories E Activity log Add co-administrator
My role () Status (7) lmanage access 1w Azure resources for users, groups, service principals and managed identities at this s
[ 8selected ~ | [ 3 selected M Fia Access control (1AM) Number of role assignments for this subscription &
. Tags

ARPly I 2000

Showing 1 of 2 subscriptions g\oba\ /¥ Diagnose and solve problems
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2. Navigate to the Data Management — IPAM tab.
3. Inthe Toolbar, Open the vDiscovery dropdown.
4. Select Discovery Manager.

Toolbar » e
L4
= add .
Q vDiscovery -
MNew...
Discovery Manager

C' Restart Services

X CsV Import
#5 CSV Job Manager

= IDN Converter

5. In the vDiscovery Job Manager window, click + (Add) to add a new job.

vDiscovery Job Manager [ x ]
vDiseovery Jobs 9
«
[ = NAME STATUS SCHEDULE PUBLIC IP'S NETW... PRIVATE IP'S NET... = MEMBER LAST RUN ~ COMMENT
No data
I |
=
Close
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6. Inthe vDiscovery Job Wizard, enter a name for the job.
7. Next to Member, click Select.
8. Select a grid member to use for this vDiscovery job.

vDiscovery Job Wizard = Step 1 of 5

(2]
“Member vhigs-gm2.localdomain| Select Clear
Comment
Cancel Pravious MNext Save & Close -
9. Click Next.
10. On Step 2, select Azure for Server Type.
11. For Service Endpoint, enter the OAuth 2.0 token endpoint (v1) that you saved earlier.
12. Enter the Client ID and Client Secret from your App registration.
vDiscovery Job Wizard = Step 2 of 5
*Server Type Azure 7
*Service Endpoint | hitpsJflogin.microsoftonli |
Port | |
Protocol
Allow unsecured Only select this when the connection is protected by cther means than
connection TLS/SSL, e.g. an isolated private circuit or if security is irrelevant.
*Client ID | |
*Client Secret
Cancel Previous Mext Save & Close -
13. Click Next.
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14. Review the configuration for Network Views on Step 3.

vDiscovery Job Wizard > Step 3 of 5 a
2]
If a network view is not automatically detected... &

For public IP addresses, use:

ar

o This network view: default

The tenant's network view (if it does not exist, create a new one)

For private |P addresses, use:

a

o This network view: dafault

The tenant's network view (if it does not exist, create a new ona)

Cancel Previous Mext Save & Close -

Note: The most common cause for vDiscovery to fail to import any data is a “Sync Error” due to
overlapping/conflicting address space. To account for any address space conflicts that are encountered during
the vDiscovery process or with your existing IPAM data, you may need to select the option to use The tenant's
network view (if it does not exist, create a new one).

15. Click Next.
16. Optional: For automatic creation of DNS records, on step 4 select the checkbox For every newly
discovered IP address, create:.
a. Select the desired DNS record object type. If in doubt, stick with the default (Host) option.
b. The name for DNS records that are created is controlled with a macro, with the most
commonly used macro being ${vm_name). In the text box, type the desired macro, followed
by the zone that you want to use. Example: ${vm_name}.testzone.com.
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vDiscovery Job Wizard > Step 4 of 5

When inserting discovered data into NIOS

Merge the discovered data with existing data

Update discoverad data for managed objects

Far every newly discovered IP address, create:

o Haost

A & PTR Record

The DNS name will be
computed from the fermula:

S{wm_name}.testzone.com For example,
S{vm_name}.mycompany.com

Select the DNS view to which the DNS records are being added:

" | Use this DNS view for public IPs: Choose One 2

Cancel

v

Previous Mext

Save & Close -

Note: If a different format is desired for the DNS record name, a full list of available macros can be found in the

e

Help panel. To view this, click on % (Help) at the top-right hand corner of the window and scroll down to the
section titled “The DNS name will be computed from the formula”.

17. Click Next.

18. Optional: Configure a schedule to automatically run the vDiscovery task.

" | Enable

° Once

Hourly
Daily
Weekly

Monthly

Cancel

vDiscovery Job Wizard > Step 5 of 5

Schedule once

Start Date 2020-01-27 =
o o (70 et

Previous | Next |

Save & Close
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Note: The scheduler enables you to run the vDiscovery task as frequently as once an hour. If this must be run
more frequently, this can be accomplished using the API. Refer to the Infoblox REST API guide for examples
and guidelines on this process.

19. Click Save & Close.

To run your vDiscovery job, from the vDiscovery Job Manager window click the — (Action Menu) for your
vDiscovery job.

Select Start.

vDiscovery Job Manager
vDiscove
[ =
=

+ | @
STATUS SCHEDULE PUBLIC IP'S NETW... PRIVATE IP'S NET.. MEMBER LAST RUN « COMMENT

ery " Job created ‘f‘ No schedule  default default vnios-gmZ.local._

Click Yes in the warning window.

Data collected by vDiscovery can be tracked through Data Management (IPAM, DHCP and DNS) and if the
CNA license is installed, additional details will be found under the Cloud tab. Objects created by vDiscovery will
automatically include metadata in their properties or extensible attributes (EA's), a useful addition that enables
you to easily identify, locate and report on your resources deployed in the cloud.

Data Management

From the Data Management tab, you can access IPAM and DNS data discovered from your Azure
environment.

e |PAM: IPAM, or IP Address Management, provides an easy view of all data from an IP address
perspective. If you are looking for an object based on its IP address, this can be one of the easiest
ways to drill down and see everything there is for that IP, including all objects that are associated with
it.

IPAM Home > CoreNetwork01 172.20.0.016

172.20.2.0/24 = IPva Network #° [ Goto DHCP View

1P Map List

Quick Filter | None L \ m Filter On Show Filter

+ - NENEAY-)

D = IP ADDRESS . NAME MAC ADDRESS DHCP CLIENT IDE... STATUS TYPE DISCOVER NOW USAGE LEASE STATE USER NAME TASK NAME

| = 172.20.2.0 Used P4 Network
B = 172.20.2.1 Used IPv4 Resarvation DHCP
| = 172.20.2.2 Used IPv4 Reservation DHGP
| = 172.20.2.3 Used IPv4 Reservation DHCP
| = 172.20.2.4 windowsvm1 tes... 00:0d:3a3:19:34 Used Host DNS Azure-Discovary
| = 172.20.2.5 linwx1 testzone....  00:0d:3aic3:e2:47 Used Host DNS Azure-Discovery
| = 172.20.2.6 Unusad
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e DNS: If you enabled the automatic creation of DNS records, the records can be viewed by drilling
down into the DNS zone you specified.

testzone.com  Authoritative Zone & 4 B

Records Subzones

Quick Filter | Mone B | m Filter On Show Filter "i= Togale flat view

+-2l@-lL-8

B = NAME . TYPE DATA RECORD SOURCE | PRINCIPAL PROTECTED COMMENT MONITORED SINCE  LAST QUERIED RECLAIMAI
I:‘ = NS Record vnigs-gm2.localdomain System Auto-created by ... Not Monitored Not Monitered No
D = NS Record infoblox.localdomain System Auto-created by ... Not Monitored Not Monitored No
D = SOA Record Serial 2 System Auto-created by ... Mot Monitored Not Monitored No
MNAME infoblox.Jocaldom
RNAME please_set_emai
Refresh 10800
Retry 3600
Expire 2419200

Negative Caching TTL 900
= linux 1 Hast 172.20.25 Static No Auto-created by ... Not Monitorad Not Monitored No

D = windowsvm1 Hast 172.20.2.4 Static No Auto-created by ... Mot Monitored Not Monitored No

Cloud Network Automation
When the CNA license is installed, you will find the Cloud tab in your Grid Manager GUI. The Cloud tab

includes four additional tabs that each provide different perspectives for viewing your cloud data, making it easy
to see what is running in your cloud environments.

e Tenants: For Azure vDiscovery, entries on this tab correspond to AAD tenants. You can drill down to
review all subnets and VMs that have been discovered under that tenant.

All Tenants

Quick Filter ~ ‘ X3 Fiter on Show Filter

e

[ ACTIO... MGMT PLATFORM  NAME a D VMS NETWORKS CREATED LAST UPDATED COMMENT NETWORK VIEWS | MANAGED

| = day Azure 0 2 2020-01-27 11:5... 2020-01-3009:... ccfédeda-9ied-4... Managed

e VPCs: This tab displays any discovered Azure VNETs. You can drill down to review all subnets and
VMs that have been discovered under an individual VNET.

VPCs
Quick Filter - | E3Fier on Show Filter
-} Goto Go
[] ACTIO. MGATPLATFORM VPG NAME . NETWORKS | NETWORK VIEW s TENANTS | CLOUDUSAGE  OWNEDBY DELEGATEDTO | METWORK coumenT sme cLouD REGION
B = o Azure CoreNetwark01 2 cof6dcda-gfed-4 o 1 Used by cloud Grid 172.20.0016 westus2
B = ﬁ Azure vnet-2 2 cefédc4a-9fes-4 0 1 Used by cloud Grid 172.21.0.016 wastus
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e Networks: This tab displays all subnets that have been discovered in your Azure VNETSs. Easily jump
to IPAM or other perspectives to view additional details for a subnet. Searches, Smart Folders and
reports can also leverage the metadata stored as EAs for each subnet.

All Networks
Quick Filtarv ‘ EJriteron Show Filter

A=)

D ACTIO... NETWORK . TENANT VPC NAME CLOUD USAGE OWNED BY DELEGATED TO NETWORK VIEW MGMT PLATFORM COMMENT
B = 2 172.20.1.0/24  ccfédcda-9fed-4... CoreNetwork01 Used by cloud Grid ccf§dc4a-9fed-4c20...  Azure
D = o 172.20.2.0/24  ccfédeda-9fed-4...  CoreMNetwork01 Used by cloud Grid ccfédeda-9fed-4c20...  Azure

e VMs: This tab shows all VMs that have been discovered and are displayed per IP address. Metadata
is stored in the properties for each VM, and you can readily jump to other perspectives to view and
manage additional resources, including any DNS records that may have been created for the VM.

All Cloud VMs by IP Address

Quick Fmr - | [ on [0 Show Fiter

&8
D ACTIO. MGMT PLATFORM VM NAME . VM ID IP ADDRESS VM AVAIL ZONE MNETWORKS VM VPC VM TENANT PORT ID NETWORK VIEW ACTIVE USERS FQDN
B = &0 Azure Linux1 Jsubscriptionsb...  172.2025 1 CoreNetwork0!  ccfédcda-gfed-4.. testgroup-linuxiB6  cofédeda-9fes-4... NiA linux1 testzone...
0= &) Azure WindowsVM1 Jsubscriptionsib...  172.20.2.4 1 CoreNetwork0!  ccfbdc4a-9fed-4.. testgroup-windo... cclédcda-9fes-d.. NIA windowsvm1 les...

Metadata collected for each type of object discovered varies and is stored as Extensible Attributes in the

Infoblox

grid. The following is an example of EAs for a Subnet.

>172.20.1.0/24 (Cloud IPv4 Network)

B

e
«
D Toggle Advanced Mode Basic
General
hemEEnl e Extensible Attributes + |
[zl e 2 I [} ATTRIBUTE N... | VALUE INHERITANCE 5TA... REQUIRED
VLAN Assignment
|:| Cloud APl ... False Dizabled N
Extensible Attributes
Pammissions [ CMP Type Azure Disabled No
[} Metwork 1D corenetwork/corenetwork(1/172.20.0.016 Disabled Mo
D Metwork Ma... CoreNetwork01 Disabled Ne
[} Subnet ID Jsubscriptions/, Disabled Mo
|:| Subnet Name MGMT Digabled Ne
=] Tenant 1D Disabled Mo
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